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EO-1 Weekly Status Week of April 7–April 13, 2011
Day of Year 097 - 103
Mission Day 3800 – 3806
Earth Observing One (EO-1) - General
Scheduled 120 science Data Collection Events (DCEs) this week.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument decontamination cycles

· Conducted Hyperion deicing on April 11 from 00:25z to 15:15z

· Conducted ALI outgassing on April 11 from 00:35z to 15:25z

· Conducted Solar Array Characterization on April 11 at 10:54z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.
Effort has been expended in preparing material to be submitted for the NASA Software of the Year Award for the SensorWeb Toolbox software.  The GSFC Software Project Initiation form has been submitted and preparation of the NPR 7150.2A Compliance Matrix and Software Management Plan For Class D Software has been started.  A presentation will be made on April 19 to an evaluation panel chaired by Scott Green. 
On Tuesday, April 12, Dan Mandl, Vuong Ly, and Matt Handy were in Chicago and met with Robert Grossman and members of his group at the University of Illinois Laboratory for Advanced Computing.  The purpose of the meeting was to discuss current collaboration activities with their cloud computing facility personnel and brief them on GSFC’s development of a dashboard for flood data visualization. 
On Wednesday, April 13, Stu Frye and Fritz Policelli at GSFC had a Caribbean Disaster Pilot telecon with Canadian Space Agency (CSA) personnel, Denis Auger and Guy Aube, and a University of Miami representative, Hans Graber.  At the University of Miami there is the Center for Southeastern Tropical Advanced Remote Sensing (CSTARS).  This center serves as a downlink reception and data analysis and distribution facility for radar earth observing satellites.  Stu and Fritz are team leaders for a study to combine optical and radar satellite imagery to produce flood maps within 1-2 hrs after observations are posted on the Cloud Computing Facility at the University of Illinois at Chicago.  On April 24 & 27, the CSA RADARSAT-2 satellite will acquire radar images of Saint Vincent island in the Caribbean and downlink the data to CSTARS.  The telecon participants discussed the process for releasing the radar image data to users.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Maintaining level 0 data processing and memory handling on data processing computers until our data processing engineer returns

· Expected to return next week

· Setting up engineering passes with MGS and SG-1 to test ground stations after maintenance

· MGS certification supports scheduled for the week of April 11

· SG-1 tests are scheduled for the week of April 11

Mission Planning

· Created all of the mission planning files for the Lunar Calibration

· Also running them through ASPEN for verification

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Comparing the XML and Hex output from SCP with output from CMS with:

· Hobart passes

· TDRS passes

· Outgassing load

· Daily Load loads

· All files are showing correct xml and Hex output

· Comparing the XML and Hex output of ftf files created on SCP from UDAP made by MOPSS to UDAP made by ASPEN with:

· Hobart passes

· TDRS passes

· Daily Loads

· All files are showing correct xml and Hex output

· Verifying all RTSs from SCP match the spacecraft dumped version

Flight Dynamics
· Conducted Lunar Calibration flight dynamics activities

MOC Move

No change from previous week.
System Administration
· Continued to maintain EO-1 Data Processing during absence of Tech Engineer.

· Created 3 level 0 archive tapes and 3 dlt tapes for the science community.

· Corrected and reprocessed scene/image data for 2 downlinks spanning days March 31 and April 5.
· Archived dps user’s mail as a log of at/cron jobs related to processing of scenes.

· Completed installation and testing of ClamAV antivirus software on another computer in support of POAM #26.

· Reviewed firewall logs and updated the spreadsheet of outgoing port 25 traffic (for the upcoming IONet default perimeter firewall policy change). 

· Used the systems’ mail logs to determine the recipients for this traffic. This will help narrow down the script changes or IONet firewall rules that will be required for compliance.

· Met with FOT to discuss the upcoming EO-1 MOC relocation.

· Created additional high level requirements for the new MOC.

· Added more detail to the plan for implementing the move.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 red until further notice (engineering tests scheduled for SG-1, SG-1 currently shadowing supports)

· Estimated return to operations 30 days from now

· MGS red for planned maintenance (certification passes ongoing)

· HGS station went offline on April 12 at 12:31z.  Further information coming soon

Operational Discrepancies
· None
UPCOMING EVENTS

· Inclination maneuvers on hold until further notice

· Next lunar calibration to be April 18
Imagery Status

Scenes and Engineering Cals planned for week of April 7, 2011-April 13, 2011      120 
Total scenes and engineering calibrations planned for entire mission – approximately 59,519
Total Scenes:  ALI scenes in the Level 0 archive              54,825                (as of April 13, 2011)

                         Hyperion scenes in the Level 0 archive    54,568               
PUBLICATIONS AND PRESENTATIONS STATUS 
430 publications 

295 presentations

53 articles and press releases[image: image1.png]
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