

EO-1 Weekly Report


	Earth Observing – 1

	October 20, 2011 – October 26, 2011

	DOY
	293
	–
	299

	Mission Day
	4046
	–
	4052


EO-1 SPACECRAFT

Instruments

· Scheduled 128 science Data Collection Events (DCEs) this week 

· Received all Images
· Performed instrument decontamination cycles

· Conducted HSI deicing from 297/00:25z to 297/15:15z

· Conducted ALI outgassing from 297/00:35z to 297/15:25z
· Performed Instrument calibration

· Solar Array Characterization at 297/10:24z
EO-1 MISSION OPERATIONS CENTER

Real-Time

· Maintained nominal spacecraft state of health
· Switched over primary from old FEDS to new FEDS

· Now Both FEDS are running on the new systems

· Level 1 data processing is almost back up to date from the JPL hardware crash 2 weeks ago

· After successful ORR for ASIST SCP in August, all primary spacecraft loads sent to the spacecraft will be created through ASPEN/ASIST SCP. The following types of loads have been sent to the spacecraft:

· S-Band Pass

· S/X-Band Pass with warp formats
· TDRS Pass

· Outgassing

· Lunar Calibration (both ALI and Hyperion centered)
· Setting up and performing testing and engineering passes with TrollSat ground station

· Successfully completed 3 engineering test passes with TrollSat with automation on both MOC and Ground Station
· Successful engineering pass, data flow, command link, shadow supports, manned engineering supports and automated, unmanned supports have been taken

· Continuing to monitor SGS passes to ensure they remain stable
· SGS has had another equipment problem resulting in 2-3 months of downtime

· SGS passes being taken on the SG-1/SG-22 hybrid antenna that was used during last equipment malfunction

· Looking into testing/certifying SG2 in X-band supports (currently it is certified for S-band only supports)

Mission Planning
· Completed the eight weeks of primary operations on ASIST SCP and ASPEN

· MOPSS and CMS Mission Planning systems have been removed from the network as part of the phase out plan after the successful ORR
· No issue has been observed from removing the CMS and MOPSS systems from the network

· The ASPEN system froze over the weekend and from all appearances it is due to filled RAM memory

· We have added ASPEN to the list of ASIST systems that are recycled every week

· Had our SA look at and run checks on the system

· Monitoring ASPEN incase it happens again

· Finalizing the Mission Planning ATS Load Sheet
· Remaking the SOP for mission planning activities for ASPEN and CMS

· Creating scripts to help perform various mission planning activities

· The calibration scientist reviewed the Lunar Calibration made through ASPEN and ASIST SCP was correct and the pointing was accurate
· Waiting on results from day 285 Lunar Calibrations to verify that the Hyperion centered scan is correctly pointing as well

· White Sands scheduling has changed their deliveries so that files sent to the MOPSS mission planning system will also be sent to the ASPEN mission planning system

· Files are still being received in both places and the transfer of the files is occurring on the new MP systems

· All LISTSERV emails from the FOT have successfully moved over to AMLS at lists.nasa.gov 
· White Sands automation is still sending file delivery messages to the old listserv

· Working with them to change the destination
Flight Dynamics
· Set up automation to deliver necessary FD files to all ASIST systems and to ASPEN
· Setting up multiple locations for each ground station to deliver tracking data to separately
· Created a script to monitor and copy the files put in individual directories into the gn_tracking folder so other operations remain the same

· WGS, PF1 and PF2 are set to deliver to the new location.
· SGS will be changed soon to the new location

· Making Waldorf2 an active backup of Statler2
· Setting up with entities that deal with Statler2 (sending or receiving data) to get ready for Waldorf2

· Getting necessary programs/utilities set up on Waldorf2 

MOC Move
· Continued testing the systems in the new location to ensure functionality is the same 
· Locations for MOVE boxes have been chosen

· MOVE boxes are set to be moved in the near future

· The UTC Time Source locations have been chosen

· The timing cables have been run to the new locations and one UTC time source is running currently
· Consoles are put together and ready for equipment (except the last PDU)

· Hang white boards and had a floor tile hole put in for Clock monitor

· Moving EO-1 binders, non-emergency files, and miscellaneous items to the new MOC
· DPS04, DPS05, FluFlu2, Judo2, ASPEN and ASIST SCP testing is continuing (all these systems are in the new MOC now)
System Administration
· Promoted the Linux based FEDS computer to primary. Switch the IP addresses of the legacy and Linux based FEDS systems to ensure the change is transparent to ground stations. Updated /etc/hosts file on all EO-1 systems. Completed configuration changes on ASIST T&C and DPS computers to point them to the new FEDS system. Multiple successful passes have been taken in this configuration.

· Investigated the ASPEN computer that froze over the weekend. The caps lock and scroll lock LEDs were blinking on the keyboard. After being rebooted by the FOT the system appears to be running normally. The RAM was reseated. Memory tests and file system checks were performed and returned no errors. A system image was created as a backup in case it happens again.

· Completed preparation for upcoming Open IONet default perimeter firewall policy change. Collected backup server information for the hosts that we connect to. Submitted an OGRS request that contained rules for all known operational port 21 communications. This ruleset will be updated if additional backup server information is discovered.

· Completed renewal of two Open IONet firewall rules that were due to expire in November.

· Submitted an update to an Open IONet firewall ruleset to allow the EO-1 scientist’s computers to connect to the new Linux based Data Processing Systems.

· Updated /etc/hosts file on the Data Processing Systems. Added entries for the scientist’s computer in building 23 and corrected a typo in the trollsat entries.

· Contacted the Sys Admin for White Sands scheduling to update the email used for confirmation of scheduling file deliveries.

· Configured certificate based SSH from the Flight Dynamics computers to the Mission Planning computers at the FOT’s request for automation.

GROUND AND SPACE NETWORK

Station Downtimes 

· SGS has had an equipment malfunction and latest indication is that it will be back up next August
Operational Discrepancies

· None
Number of Real-Time Supports

[image: image1.emf]Date DOY S/X-Band S-Band Only Non-DSMC TDRSS Daily Totals

20-Oct-11 293 6 4 1 0 11

21-Oct-11 294 5 4 1 0 10

22-Oct-11 295 6 3 0 0 9

23-Oct-11 296 5 3 1 0 9

24-Oct-11 297 2 7 0 0 9

25-Oct-11 298 5 3 1 0 9

26-Oct-11 299 6 3 1 0 10

35 27 5 0 67 Weekly Totals


UPCOMING EVENTS

· Next lunar calibration in beginning-mid November
· Migrating the MOC machines to the new MOC as consoles are ready for them
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		Date		DOY		S/X-Band		S-Band Only		Non-DSMC		TDRSS		Daily Totals

		20-Oct-11		293		6		4		1		0		11

		21-Oct-11		294		5		4		1		0		10

		22-Oct-11		295		6		3		0		0		9

		23-Oct-11		296		5		3		1		0		9

		24-Oct-11		297		2		7		0		0		9

		25-Oct-11		298		5		3		1		0		9

		26-Oct-11		299		6		3		1		0		10

		Weekly Totals				35		27		5		0		67
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