EO-1 Weekly Status Week of October 7–October 13, 2010
Day of Year 280 - 286
Mission Day 3618 - 3624
Earth Observing One (EO-1) - General
Scheduled 135 science Data Collection Events (DCEs) the past week.

Planning is continuing for the EO-1 10 year anniversary Gala Celebration to be held on the evening of December 1, 2010 and for the Science Symposium to be held during the day on November 30-December 2, 2010.  Further information on these events will be forthcoming shortly.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on October 11 at 08:41z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing from October 11 to October 12 at 15:35z to 06:25z

· Conducted ALI outgassing from October 11 to October 12 at 15:45z to 06:35z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

On October 7 there was a meeting between Dan Mandl, Vuong Ly, and Justin Rice from the EO-1 team and Myra Bambacus, and Phil Yang from the Information Technology and Communications Directorate (Code 700).  Myra is heading an effort to establish a NASA cloud computing facility at GSFC and Dan would like to have at least limited access to this facility to support his sensor web activities.  Myra expressed interest in Dan’s activities and was receptive to allowing some limited access to the cloud computing facility.
There was a Mission Science Office conducted meeting on October 12 to discuss actions needed to prepare for the EO-1 10 year celebration.
The EO-1 team presented the Nereids mission concept at a GSFC SmallSat Conference on October 13.  This SmallSat Conference was sponsored by the various GSFC technology proponents as an internal GSFC review of SmallSat ideas.
In preparation for a meeting with the Aerospace Corp. on October 14, the EO-1 team met with Lisa Callahan (Code 610) on October 13 to explore possible synergism between the Aerospace Corp. instrument building capabilities for the Air Force versus what they could do for civilian agencies.  This meeting was arranged by Lisa Callahan to identify procurement sensitivities, for missions concepts such as Nereids, that need to be avoided.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planning for uplink of the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

· Determining an approximate schedule when DTN test can be run

· Determining the risk of performing the test in its various phases

· Verified the buffer that currently running ASE code is on

· Verified the commands needed to jump to DTN code then back to ASE code

· Creating a timeline of events for ASE – DTN – ASE transitions

· Checking the ASIST procs that load the DTN code

· Verifying the code is being placed on the opposite buffer as the currently running ASE code

· Looking into the changes that need to be made to the ASIST database to accommodate the DTN testing

· Made preparations for UPS-14 power down and upgrade

· Turned off some non essential machines

· Moved essential machines to UPS-6

Mission Planning

· Made preparations for UPS-14 power down and upgrade

· Turned off ASPEN machines

· Continued work on a Excel spreadsheet that will:

· Import the Selected Targets List from JPL

· Import the SEO files from White Sands

· Check for differences in scheduled ground contacts times. 

· Transferred a script that used to be run on Target that is now running on Bullseye to send the SEO file from White Sands to the computer at JPL

· Verified the script works manually

· Set the script to be run on a cron-job, executing automatically

Flight Dynamics
· Made preparations for UPS-14 power down and upgrade

· Turned off Waldorf2 non essential machines

· Moved Target and Statler2 machines to UPS-6

· Continued the Statler2 ground station tracking data verification

· Continuing verification tests of all current ground stations (PF1, PF2, SGS, and WGS)

· Modified scripts that run on Statler2 that mimic the ones that run on Target to process the Tracking Data Files

· Added modifications to Statler2 scripts that compensate for the processing being done through Cygwin (windows based linux environment)

· Set scripts to run automatically on the hour

· The Statler2 data will be used for all FD procedures

· Target data will be run after for comparison purposes

·  All stations coming through as correct based on tracking data files we receive on Target

· Continued remaining fuel estimates and burn times to determine last burn time

· Preliminary results show the end of fuel will be in the August – September 2011 time frame

· All indications from other missions that have used this same fuel determination method as EO-1 is that there is more fuel than what the calculations provide

· Conducting tests to determine the best burn schedule to use for the remaining fuel

· Finished changing test scenario using 49 days ( 7 weeks ) between burns

· Continued changing test scenario using 70 days ( 10 weeks ) between burns

· Continued changing test scenario using between 42 days and 63 days between burns

· Continued analyzing data from the various scenarios created to determine:

· Point at which fuel will expire

· Amount of change for MLT (mean local time) between burns

· Point at which science data will become unusable

· Effects of a burn during different phases of the inclination cycle

Trending
· Continued analyzing the recent yellow high IRU driver voltage violations and comparing them with historical data

· Determining how far to raise the limits on the IRU drivers

System Administration
· FOT reported that the /nteo1 directory on the legacy mission planning computer was full.

· Archived old ephemeris files off of the MP computer. The archive resides on the new Flight Dynamics computer.

· The FOT was then able to gzip some additional files (ephemeris, predicts, etc.).

· During troubleshooting it was discovered that the legacy MP computer’s disk usage monitor was not checking the /nteo1 partition.

· A MOCR has been submitted to correct this issue.

· Assisted FOT in troubleshooting and correcting a problem with the Flight Dynamics processing on the legacy FD computer.

· It was determined that the issue was caused by the /nteo1 directory being full.

· The processing script was hanging while trying to copy the FD files over to the /nteo1 directory.

· Removed partially processed files from the input directory. This allowed the FOT to run the processing script manually.

· Manually stopped all of the hung processes that were a result of the full /nteo1 directory. Once the processes were cleared the “cron” service was restarted.

· The legacy FD computer is now functioning nominally.

· Received an email from IONet security stating that the default firewall policy will be changing. Outbound Port 22 traffic (SSH, SFTP, SCP, etc.) will no longer be allowed by default. The policy change will take place in November.

· Creating a list of EO-1 outbound Port 22 connections.

· Initial list is complete.

· Working with FOT and Tech Engineer to limit the operational impact that would occur if any connections were forgotten.

· Added a rule to the EO-1 mission firewall to log all outbound Port 22 traffic. These log entries will be used to check the list for accuracy and completeness.

· IONet firewall rules will need to be submitted for all necessary outbound Port 22 traffic.

· Prepared for Building 14 UPS 14 replacement

· Temporarily moved some equipment that is needed for operations to UPS 6.

· Powered down all remaining unnecessary equipment for the duration of the maintenance.

· Will return all equipment back to its working/operational state after the replacement is complete.

· Received word that CCS implemented the firewall rule to allow our new Flight Dynamics computer to send files to their server.

· Verified the rule by successfully sending a file to their server.

· Configured the legacy mission planning computer so that the “mopsstst” has access to “cron” and “at” features.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· None
UPCOMING EVENTS

· Next inclination maneuvers are to be October 19 and 21
· Next lunar calibration will be on October 23 and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of October 7-October 13, 2010      135
Total scenes and engineering calibrations planned for entire mission – approximately 56,606
Total Scenes:  ALI scenes in the Level 0 archive              51,959                (as of October 13, 2010)

                         Hyperion scenes in the Level 0 archive    51,708               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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