EO-1 Weekly Status Week of October 28–November 3, 2010
Day of Year 301 - 307
Mission Day 3639 - 3645
Earth Observing One (EO-1) - General
Scheduled 124 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  To observe this auspicious occasion, there will be a Gala Anniversary Celebration held on December 1, 2010 from 4:00-9:00 pm at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  A follow up notice to these people will follow shortly with details on how to sign up on the EO-1 website to attend, along with details for the agenda of the celebration.  Since our contact list is somewhat dated, please share this information with any of your associates who have been involved with EO-1 and have them contact Dan Mandl (daniel.j.mandl@nasa.gov) to have their names added to the distribution list.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type II internal calibration on November 1 at 00:00z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the new SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

Tom DeGroeve, from the JRC (Joint Research Center) of the European Commission, visited GSFC on Thursday, October 28 to discuss collaborative efforts with the SensorWeb team.  Topics discussed included:  global precipitation observations (TRMM and GPS), regional flood modeling, and triggering SensorWeb observations using JRC GDAC (Global Disaster Alert and Coordination System) flood triggers which are based on the AMSR-E instrument on the Aqua satellite.  We also reviewed plans for the Namibia and Caribbean Pilot programs during CY 2011.

The Mission Science Office conducted a meeting on November 2 to discuss actions needed to prepare for the EO-1 10 year celebration.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Uploaded the October 29 goal manually on October 29 at 03:31z

· Previous attempts to load the goal failed due to the dump not being received on the ground 

· The dumps were unable to be downloaded on the Primary ASIST machine

· Possible memory leak was cause

· Limited passes due to SG-1 being red prevented the load from being put up manually before the latest uplink time

· Moved operations to the backup system until the problem was fixed

· Primary system was recycled, shut down, and a check disk was ran

· Primary machine was brought back up and shadowed passes from the back up ASIST machine

· The Primary ASIST machine was used to take 1 pass manually including 3  dumps  and it was determined that the problem was fixed

· Primary ASIST machine resumed operations on November 1
· Testing of SG-2 to replace until SG-1 goes green

· Initial connectivity test and commanding check went as expected

· Engineering test pass on November 3 at 16:31z

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Test is delayed until after November 12

· Determining possible day with proper number of passes during manned hours

· Verifying the ability to support the experiment and its impact on normal operations

· Waiting on the date and the go ahead to halt imaging for the approximately 2 days needed for the test

· Determined the time table for ASE-DTN-ASE transitions

· Waiting on the amount of time needed for DTN to perform its tests

· Determining the risk of performing the test in its various phases

· MOCR for the changes that need to be made to the ASIST database to accommodate the DTN testing have been signed

· rdl changes need to be made to accommodate the new packets for the DTN

· commanding database needs to add DTN commands

Mission Planning

· Looking into replacing SGS-1 with SGS-2 for daily operations until SGS-1 is green

· Continuing functional testing of ASIST SCP to replace legacy CMS mission planning software

· Tested SCP on daily backups for the week of October 25
· Results showed only expected differences

· Lunar calibration test performed on October 23
· Testing delayed due to SG-1 red and Shuttle slips

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Ran ASPEN on October 28 and the output was comparable to that of CMS

· Found a minor discrepancy that should have no effect on actual operations

· Discussed this discrepancy with JPL and the difference has been in normal daily operations and has no impact

· Talking with JPL to determine the cause of the discrepancy

· Running ASPEN in conjunction with normal daily backups from MOPSS

Flight Dynamics
· Looking into replacing SGS-1 with SGS-2 for normal operations until SGS-1 is green

· Met with FDF personnel to discuss our flight dynamics and orbit determination techniques

· Modifying the delivery system for FD products to have them originate from the nasa mail server

· Once testing is complete the new delivery system will be implemented in daily FD tasks

Trending
· Continued analyzing the power consumption data for the Lunar calibrations

· Determining if a complete redesign of the modified lunar calibration would be safe to use onboard the spacecraft

System Administration
· Received notification that the “Outbound Port 22” firewall rules were approved and implemented by the IONet firewall team.

· Tested a few of the rules to ensure that they work correctly. 

· FOT and Tech Engineer have not had any issues with file deliveries at this time.

· Also tried to SSH to a system that we did not have a firewall rule in place for. This attempt failed so the firewall policy change must have occurred on November 1 as scheduled.

· No official notification was received from IONet security that the policy change had taken effect. 

· Received notification that the rule to allow DTN developers to connect to our test ASIST workstation from their software lab’s development system was implemented.

· Created a script to check that the EO-1 systems are up and running.

· This script reads in a configuration file with the names of all EO-1 systems.

· The systems are pinged and the output of the command is verified.

· The script runs on the backup server as a cronjob 4 times a day and emails the results of the script.

· Continued research on the Cygwin email issue

· Tested a PERL script used by W-MAP that uses the Net::SMTP module to send email through the NASA mail server.

· Modified the script for EO-1 use.

· Added the capability to specify a filename in the script call. The script reads the file and places the contents in the email body.

· Sent a test message to the customers that were not able to receive our Flight Dynamics emails using the previous method

· Test was successful and recipients were able to reply back to the EO-1 listserv without issue.

· FOT is currently updating the scripts on the Flight Dynamics computer to use this new email method.

· Finished creating a universal /etc/hosts file. This file has been distributed to all EO-1 non-legacy systems.

· Implemented the following updates/patches on the CNE computers

· October Windows XP patches

· FireFox 3.6.12

· Adobe Reader 9.4.0

· Java version 6 update 22

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until November 8 at the earliest due to a problem with the dish antenna 
Operational Discrepancies
· SG-1 down October 28 and lost 14 images 
· 2 images recovered from HGS tapes
· PF-2 lost 2 images from X- band pass on October 29 at 08:22z for unknown reason
· S-band shows that X-band was sent by EO-1, none received at PF-2
· WPS pass lost due to shuttle slip on November 2 and lost 2 images
· Both images possibly recovered from HGS tapes
UPCOMING EVENTS

· Next inclination maneuvers to be in mid-December
· Next lunar calibration will be near end of November and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of October 28-November 3, 2010      124
Total scenes and engineering calibrations planned for entire mission – approximately 56,984
Total Scenes:  ALI scenes in the Level 0 archive              52,307                (as of November 3, 2010)

                         Hyperion scenes in the Level 0 archive    52,055               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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