EO-1 Weekly Status Week of October 21–October 27, 2010
Day of Year 294 - 300
Mission Day 3632 - 3638
Earth Observing One (EO-1) - General
Scheduled 110 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  To observe this auspicious occasion, there will be a Gala Anniversary Celebration held on December 1, 2010 from 4:00-9:00 pm at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  A follow up notice to these people will follow shortly with details on how to sign up on the EO-1 website to attend, along with details for the agenda of the celebration.  Since our contact list is somewhat dated, please share this information with any of your associates who have been involved with EO-1 and have them contact Dan Mandl (daniel.j.mandl@nasa.gov) to have their names added to the distribution list.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on October 26 at 08:23z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on October 25 from 00:25z to 15:15z

· Conducted ALI outgassing on October 25 from 00:35z to 15:25z

· Performed lunar calibration
· Conducted all-instrument nominal lunar calibration on October 23 during the 13:38z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the new SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

The Mission Science Office conducted meetings on October 21 and 27 to discuss actions needed to prepare for the EO-1 10 year celebration.
On Thursday, October 21, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Stu Frye, Rob Sohlberg, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. The team discussed steps required to put the WCPS on the cloud.  Justin is looking into using the Amazon Elastic Compute Cloud (Amazon EC2) web service for integrating the WCPS on the University of Illinois at Chicago cloud service.
2. Stu Frye mentioned that the SensorWeb team is scheduled to present our Nereids mission concept as a potential proposal from GSFC to the Earth Venture class mission call (EV-2).  The team is scheduled to present the proposal overview to the GSFC multi-directorate executive committee on November 12, and if approved as one of GSFC’s EV-2 proposals, we would receive proposal preparation funding needed to develop a full proposal.  It should be noted that Nereids will utilize all of the ground and flight SensorWeb components developed under the AIST 2005 and 2008 activities.
3. The SensorWeb team is putting together a proposal for the ROSES application of Geodetic Imaging call due on December 1.  This proposal would be aimed to improve NASA’s flood modeling and forecasting capabilities and is targeting regions in the Caribbean that support NASA’s lead role in the Caribbean Satellite Disaster Pilot program.
On Tuesday, October 26, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Larry Corp, Ben Cheng, Lawrence Ong, Nathan Pollack, Qingyuan Zhang, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. There was a discussion concerning the preempting of a high priority science replacement scene in Indiana submitted by Lawrence Ong by a Cal/Val scene in Argentina submitted by Stu Frye.  The automated scheduling system appeared to accept both scenes for execution but instead only executed the Cal/Val request.  It turns out that there was a large science ground truth team assembled at the Indiana site making measurements and the science lead was upset that the Indiana target was not acquired.  The EO-1 team will explain why the automated scheduling system behaved this way and will specify improvements to the scheduling software that will prevent this situation from happening in the future.
2. Betsy Middleton wants to start setting tasking priorities for 2011-2012 that will include national capitol scenes in addition to Cal/Val scenes, science requests and disaster targets.

3. It was suggested that the FOT look at a strategy for how remaining EO-1 fuel might be used to move the MLT later than 10:00 am and thereby extend the time that science data will be useful once all the fuel is expended and the MLT starts to move earlier in time.

4. It was recognized that the End of Life plan needs to be updated showing various options as pertinent to the lead up to preparing the Senior Review proposal.
5. Dave Landis met with the SensorWeb team to describe the metadata needed for daily atmospheric correction product generation (i.e. within 24 hr after scene acquisition).
6. Betsy stated that there will be a HyspIRI review at Headquarters on November 12.  The team is tracking a potential conflict between this meeting and the Nereids EV-2 meeting because some same people need to be at both meetings.

7. Next meeting will be on November 9.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 400-s inclination maneuver on October 21 at 12:52z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 59.9%, which agrees with historical trends

· EO-1 telemetry showed that the burn went nominally

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

· Waiting on the date and the go ahead to halt imaging for the approximately 2 days needed for the test

· Determined the time table for ASE-DTN-ASE transitions

· Waiting on the amount of time needed for DTN to perform its tests

· Determining the risk of performing the test in its various phases

· Upload of DTN data to the WARP has been finished
Mission Planning

· Created the necessary files to do the nominal Lunar calibration on October 23

· Transferred a script that used to be run on Target that is now running on Bullseye to send the SEO file from White Sands to the computer at JPL

· Continued to monitor the script to ensure it ran in automation

· Continuing functional testing of ASIST SCP to replace legacy CMS mission planning software

· Tested SCP on daily backups for the week of October 18

· Results showed only expected differences

· Tested the maneuvers on October 19 and October 21 in SCP

· Only differences were ones that were expected.

· Planning to test lunar calibration on October 23

· Output of SCP being verified to determine changes that need to be made in order to verify the load that SCP is creating

· Made changes to the xml file that was output when SCP was run to make it easier to read and verify

· Testing further capabilities for ASIST SCP

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Ran ASPEN on day 300 and 301 and the output was comparable to that of CMS

· Found a minor discrepancy that should have no effect on actual operations

· Talking with JPL to determine the cause of the discrepancy

· Planning to run ASPEN in conjunction with normal daily backups

Flight Dynamics
· Planned and created the necessary files to do the nominal lunar calibration on 296

· Performed flight dynamics activities for EO-1 inclination maneuver on day 294

· Performed post burn activities to determine the thrust scale factor of the maneuver

Trending
· Continued analyzing the power consumption data for the Lunar calibrations

· Determining if a complete redesign of the modified lunar calibration would be safe to use onboard the spacecraft

System Administration
· EO-1 Tech Engineer reported the ASIST workstation that is used for data processing was hung.

· During a reboot an error message was displayed stating that a memory fault had occurred.

· This diagnosis was verified by running a memory test.

· Replaced/upgraded the RAM from 2 x 256mb to 2 x 1 GB memory sticks.

· Verified the functionality by running a successful memory test.

· The system is now back up and running and data processing has continued.

· Supported the quarterly All Highs security scan.

· Viewing the firewall logs during the time of the security scan showed that the mission firewall was blocking the scanning computer’s traffic.

· After confirming the IP address with security, the EO-1 mission firewall was updated to allow the scanning traffic.

· A rescan of the EO-1 network found 14 high vulnerabilities.

· All vulnerabilities are on legacy systems that are currently covered by a POAM and IONet waiver.

· Research has begun to see if there are patches available for any of the vulnerabilities (legacy systems are no longer supported).

· FOT reported that the legacy mission planning system was very slow to respond and that the mission planning software would not start due to errors.

· The “top” command showed the the “rpldaemon” (used for remote printing) was at 98% CPU usage.

· The time that the service was started and online research leads me to believe that the recent All High’s scan caused this problem.

· After killing the “rlpdaemon” I logged out and back into the system. The system is now working at its nominal speed.

· Since the “rlpdaemon” is not needed it was disabled by commenting out its line in /etc/inetd.conf and restating the inetd service.

· The mission planning software was still displaying error messages saying that it could not connect to the Oracle database.

· The DataBase Administrator was called in to investigate the problem.

· It was determined that the Oracle listener service was no longer running. It was stopped around the same time as the All High’s scan.

· The DBA restarted the listener service and connections to the DB were allowed again.

· FOT was able to perform their normal mission planning activities successfully.

GROUND AND SPACE NETWORK

Station Downtimes

· On October 27, SGS was declared red until November 8 at the earliest due to a problem with the dish antenna 
Operational Discrepancies
· Due to SGS down on October 27, 9 images were lost
· 2 images recovered from HGS tapes
UPCOMING EVENTS

· Next inclination maneuvers to be in mid-December
· Next lunar calibration will be near end of November and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of October 21-October 27, 2010      110
Total scenes and engineering calibrations planned for entire mission – approximately 56,860
Total Scenes:  ALI scenes in the Level 0 archive              52,205                (as of October 27, 2010)

                         Hyperion scenes in the Level 0 archive    51,954               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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