EO-1 Weekly Status Week of October 14–October 20, 2010
Day of Year 287 - 293
Mission Day 3625 - 3631
Earth Observing One (EO-1) - General
Scheduled 144 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  To observe this auspicious occasion, there will be a Gala Anniversary Celebration held on December 1, 2010 from 4:00-9:00 pm at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  A follow up notice to these people will follow shortly with details on how to sign up on the EO-1 website to attend, along with details for the agenda of the celebration.  Since our contact list is somewhat dated, please share this information with any of your associates who have been involved with EO-1 and have them contact Dan Mandl (daniel.j.mandl@nasa.gov) to have their names added to the distribution list.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type I on October 18 at 02:04z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

There was a Mission Science Office conducted meeting on October 15 to discuss actions needed to prepare for the EO-1 10 year celebration.
A meeting with Aerospace Corp. personnel on October 14 was attended by the EO-1 team.  Aerospace Corp. presented their experience activity on developing hyperspectral and thermal IR instruments for the Air Force.  They expressed interest in working with NASA to implement their types of instruments on civilian satellites.  No decisions were reached on how to expand our collaborative opportunities.
Dan Mandl represented the Caribbean Satellite Disaster Pilot (CSDP) at a workshop hosted by the UN Development Program (UNDP) in Saint Martin on October 18-20.  The purpose of the meeting was to identify synergies between the CSDP and the UNDP work that is supported by a 200 M Euro fund supplied by the European Union.  For example, the UNDP is planning to measure coastal bathymetry using sonar mounted on jet skis and they want to combine that data with satellite observations taken coincidentally for spectral analysis.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 400-s inclination maneuver on October 19 at 13:14z to maintain spacecraft descending node Mean Local Time (MLT) at 10:00 am

· Observed average thruster duty cycle of 60.2%, which agrees with historical trends

· EO-1 telemetry showed that the burn was nominal

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

· Determining an approximate schedule when DTN test can be run

· Determining the risk of performing the test in its various phases

· Creating a timeline of events for ASE – DTN – ASE transitions

· Upload of DTN data to the WARP started

· Loaded 74 of 153

· Looking into the changes that need to be made to the ASIST database to accommodate the DTN testing

· rdl changes need to be made to accommodate the new packets for the DTN

· commanding database needs to add DTN commands

· onboard table load to tell EO-1 which packets to send down in telemetry

· DTN operations will cause normal imaging operations to be suspended for 48 hours.  The EO-1 mission is examining which two day period in November would cause the least impact on observation requests.
·  UPS-14 power down and upgrade complete

· Turned on the non essential machines that were powered down

· Moved essential machines back to UPS-14

Mission Planning

· Performed mission planning activities for EO-1 inclination maneuvers

· Planned and created 400 second inclination maneuver that was performed on October 19

· Planned and created 400 second inclination maneuver to be conducted on October 21

· Finished work on a excel spreadsheet that will:

· Import the Selected Targets List from JPL

· Import the SEO files from White Sands

· Check for differences in scheduled ground contacts times. 

· Finished work on a Ground Contacts Verification SOP. 

· Signing and verifying SOP

· Transferred a script that used to be run on Target that is now running on Bullseye to send the SEO file from White Sands to the computer at JPL

· Verified the script works on cron-job in automation

· UPS-14 power down and upgrade complete

· Turned ASPEN machines back on

· Continuing functional testing of ASIST SCP to replace legacy CMS mission planning software

· Output of SCP being verified to determine changes that need to be made in order to verify the load that SCP is creating

· Testing further capabilities for ASIST SCP

Flight Dynamics
· Performed mission planning activities for EO-1 inclination maneuvers

· Planned and created 400 second inclination maneuver that was performed on October 19

· Performed post burn activities to determine the thrust scale factor of the maneuver

· Planned and created 400 second inclination maneuver that will be performed on October 21

· UPS-14 power down and upgrade

· Turned Waldorf2 back on

· Moved machines back to UPS-14 that were moved to UPS-6 for the power down

· Continued the Statler2 ground station tracking data verification

· Continuing verification tests of all current ground stations (PF1, PF2, SGS, and WGS)

· Verified the modified scripts that run on Statler2 work correctly

· All stations coming through as correct based on tracking data files we receive on Target

Trending
· Continued analyzing the power consumption data for the Lunar calibrations

· Determining if a complete redesign of the modified lunar calibration would be safe to use onboard the spacecraft

System Administration
· Building 14, UPS 14 replacement complete.

· Powered up all computers that were temporary turned off for the maintenance period.

· Returned the equipment that was temporary moved to UPS 6 back to UPS 14.

· All equipment is back to its normal working/operational state.

· Updated the disk space monitoring utility that runs on the legacy Mission Planning computer.

· Edited the /system/etc/disku file and added an entry for the /nteo1 partition to alert when the partition is ~90% full.

· This script was tested successfully.

· Generated SNAS certificates for the two newest FOT members.

· Certificates were installed and configured on both new Flight Dynamics computers.

· FOT members verified their SNAS accounts by successfully logging in.

· Working with EO-1 Tech Engineer to set up the 2nd new Linux FEDS computer.

· Followed the FEDS installation procedures to install the software.

· Manually configured the settings to adapt the software for the EO-1 mission.

· The software is able to start and load successfully.

· Currently troubleshooting a problem with streaming playback data to/from the FEDS. This could be an issue with some of the computer’s network parameters.

· Planning for the testing/implementation of the new FEDS computers.

· Talked with IONet security about a possible plan for the testing/implementation where the new FEDS computers would inherit the IP addresses of the legacy FEDS computers.

· IONet security has blessed this approach if we decide to stick with it.

· Starting to contact the various ground stations to discuss the situation and gather information so that we are prepared when the actual testing is ready to being.

· Need to work with the FOT to develop a more detailed test plan for eventual FEDS replacement/upgrade.

· Quarterly Open IONet All Highs Security Scan scheduled for Monday Oct 25 at ~14:30z.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· SGS pass on October 14 at 16:58z did not receive S and X band at station 
· Lost 4 images
· SGS ground station had a configuration problem that resulted in lost pass
· This same configuration problem lost images on September 17 at 16:14z
UPCOMING EVENTS

· Next inclination maneuver to be on October 21 and will be 400 seconds
· Next lunar calibration will be on October 23 and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of October 14-October 20, 2010      144
Total scenes and engineering calibrations planned for entire mission – approximately 56,750
Total Scenes:  ALI scenes in the Level 0 archive              52,091                (as of October 20, 2010)

                         Hyperion scenes in the Level 0 archive    51,839               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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