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EO-1 Weekly Status Week of November 18–December 1, 2010
Day of Year 322 - 335
Mission Day 3660 - 3673
Earth Observing One (EO-1) - General
Scheduled 179 science Data Collection Events (DCEs) the past two weeks.

The Earth Observing 1 (EO-1) Satellite completed 10 years of service on November 21, 2010.  To observe this auspicious occasion, a Gala Anniversary Celebration was held on December 1, 2010 from 4:00-8:30 pm at the NASA/GSFC Visitor Center.  There were speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  Approximately 180 people attended the event.  In addition, on November 30-December 2, an EO-1 Anniversary Science Symposium was held at the Visitor Center where many members of the original Science Validation Team and others gave presentations on science studies performed using EO-1 image data subsequent to the early validation studies.  The plan is to post the presentations on the EO-1 website.  An announcement will be made when this has been accomplished. 
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on November 23 at 11:27z

· Conducted ALI Internal calibration II on November 29 at 00:00z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing from November 22 at 15:00z to November 23 at 05:50z

· Conducted ALI outgassing from November 22 at 15:10z to November 23 at 06:00z

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on November 22 during the 06:48z umbra.

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, November 18, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, and Steve Chien.

Notes from this teleconference are as follows:

(Dan to provide notes)
On November 18, the EO-1 team and Nereids collaborators presented the Nereids science basis and mission concept to Code 600 Line of Business committee to obtain approval for preparation and submittal to a Venture class GSFC proposal call.  If the Nereids proposal is approved as a Venture class submittal from GSFC, then funding will be released so the team can finalize the proposal.  Final approval for release of funds will be made at a multi-Directorate executive committee review to be held on January 26, 2011.  Final proposal is due in March 2011 for the EV-2 call.
The Mission Science Office conducted meetings on November 22 and 29to discuss actions needed to prepare for the EO-1 10 year celebration.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Testing additional Svalbard ground systems to replace SG-1 until it is green

· SG1/SG22 Hybrid is now certified for S-band supports

· Testing SG1/SG22 hybrid

· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· Test automated S-band pass on November 19 at 20:08z

· Automation set up correctly

· S-band data was received

· Automated dump commands were sent

· Test automated S-band pass on November 29 at 12:31z

· Automation set up correctly

· S-band data was received

· X-band data was not received

· Automated dump commands were sent

· Setting up additional X-band passes to continue SG1/SG22 X-band certification

· Conducted 3 TDRS passes to cover gaps in data

· TDRS contacts scheduled:

· November 18 at 11:30z-12:00z on TDE

· November 20 at 11:00z-11:30z on TDS

· November 21 at 10:50z-11:20z on TDW

· All TDRS contacts conducted nominally

· Looking to add TDRS contacts next week to cover gaps in data coverage

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Test is scheduled to be the week of December 6 

· Test will be either Tuesday or Wednesday and will be determined December 1
Mission Planning

· Created the ATS load to be used on the TDRS passes on November 20 and November 21
· Conducted Mission Planning activities needed for the November 22 nominal lunar calibration

· Created ATS load to be used with the nominal lunar calibration

· Replacing SG-1 with SG-2 and the SG1/SG22 hybrid for daily operations until SG-1 is green

· SG1/SG22 hybrid is using SGS as its nomenclature, which is processing correctly

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Testing put on hold until after the DTN test next week

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Found only the expected differences

· Running ASPEN on the Lunar calibrations on October 23 and November 22
· Minor differences found

· ASPEN cuts data off at 6 significant figures, MOPSS uses 9

· Talked to JPL to adjust ASPEN to match MOPSS

· Some differences found and expected due to different modeling used in ASPEN and MOPSS

· These differences should be fine

· Other differences being looked into and deciding if modifications to ASPEN lunar calibration sequencing or Post-ASPEN changes are to be made

· Planning on conducting an ASPEN lunar calibration after the MOPSS lunar calibration once the main differences are accounted for

Flight Dynamics
· Performed the Flight Dynamics activities associated with the nominal lunar calibration

· Looked into the possible TDRS times needed to fill in the coverage gaps in the schedule

· Scheduled 3 TDRS times to cover the extended gaps between passes

· Looking into adding TDRS supports next week to cover coverage gaps

· Looked into changes needed to move the planned December maneuver back one week to the 14th and 16th 

· Burn duration needs to increase from 400s to 550s

· Burn duration for following maneuver needs to increase from 450s to 550s

· Overall fuel use will remain consistent

· More fuel used on these two maneuvers

· One less maneuver needed later

· Creating the scenario for expected end of fuel to create either an Ephemeris or TLE with the data from after the last burn to give to the science people at JPL to determine the effects of falling MLT on science

· Problem with WGS tracking data discovered

· The problem is with the file sent by the newer computer to Statler2 causing the processing of WGS data to hang

· The data sent to Bullseye is continuing normally and processing correctly

· Using Bullseye tracking data files for WGS until problem is fixed

· WGS looking into the tracking data problems

· Problems seen with WGS X-band data at low elevations

· Looking into the occasional scattering of X-band data at WGS

· Most cases seem to be confined to WGS passes between 1300z and 1400z

· Analyzing the X-band data from WGS from various elevations and times 

· Determining if the minimum elevation needs to be increased for WGS X-bands 

· Modifying the delivery system for FD products to have them originate from the NASA mail server

· Messages being delivered and no messages bounced to the listserv

· Continued the Statler2 ground station tracking data verification

· Removed the network cable from Target on Monday, November 15

· No problems were seen by flight operations personnel during 2 week test period

· No problems being reported by entities that delivered to Target

· Making a copy of all data files from Target before we power Target down

· Replacing SG-1 with SG1/SG22 hybrid for normal S-band operations until SG-1 is green

Trending
No change from previous week.
System Administration
· EO-1 Tech Engineer reported that while testing the Vrestore program over the weekend that the process hung and caused issues with the new data processing computer.

· The Vrestore process could not be stopped using the kill command.

· After rebooting the computer an error message appeared indicating a problem with the SCSI device. The computer also took ~15 minutes to boot.

· There were no obvious issues found in the logfile.

· The SCSI tape drive was removed and the computer was completely powered off for a period of time.

· This cleared the SCSI error and the computer now boots in a normal amount of time (~2 minutes).

· It is believe that the issue was caused by an either an improperly terminated SCSI device or by switching between two different SCSI tape drives during the Vrestore testing.

· During the troubleshooting of the SCSI problem on the new data processing computer I noticed a system warning about a MAC address mismatch (information purpose only, no impact to functionality).

· It appears that an error was made when manually configuring the network script settings.

· After fixing the typo the system was rebooted and the warning disappeared.

· Helped the FOT members troubleshoot an issue with the tracking data processing script on the flight dynamics computer.

· The script has been found in a hung state for the past few days.

· Further troubleshooting found that the script only has issues with Wallops tracking data files.

· No changes were made on our end and this script works OK with data files from other stations.

· The Wallops file from the legacy system (created and delivered by a different machine at the Wallops groundstation) was moved over to the new system and this file was processed fine.

· This indicates that the problem resides with Wallops’ new tracking data server.

· The personnel at Wallops were informed of this issue and they are researching the issue at this time.

· Continued troubleshooting the Cygwin copy/move permissions issue on the new backup flight dynamics computer.

· Tried “rsync” to copy the directory contents between computers.

· Most of the permissions and groups were preserved but file ownership was not (all files were owned by the administrator account).

· Starting to go through and manually change the ownership of the files/folders in both the Windows and Cygwin environments.

· Updated the network configuration for any EO-1 computers that use wireless. 

· Wireless CNE network was replaced by the NASA wireless network on Dec 1.

· Received word from security team that three EO-1 computers were pointing to the wrong server to receive their Symantec Anti-Virus updates. These computers were using the CNE update server instead of the Open IONet server.

· Uninstalled the previous version of Symantec A-V and Live Update.

· Installed new Open IONet version of the software.

· Used Live Update to correct the “Out of Date definitions” warning.

· Created a weekly scan job to perform a full system scan.

· Ran this scan manually on all three systems.

· Corrected issues found in the most recent CNE Block List.

· Installed the following updates/patches on all EO-1 CNE computers.

· November Windows XP patches

· Adobe Reader 9.4.1

· Adobe Flash 10.1.102.64 (IE and Firefox)

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· Lunar calibration scenes lost at WGS on November 22 at 14:07z
· The S-band data was received for the pass
· The X-band data was scattered and coming in parts
· Maximum elevation was 15 degrees
· Determining if the minimum elevation for WGS X-bands needs to be increased
· 2 scenes possibly lost at the SG1/SG22 Hybrid on November 25 at 12:31z
· Both scenes should be recoverable from HGS
· Waiting on tapes from HGS to verify
UPCOMING EVENTS

· Next inclination maneuvers to be on December 14 & 16 and will be 550 sec in duration
· Next lunar calibration will be end of December and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for two weeks of November 18-December 1, 2010      179
Total scenes and engineering calibrations planned for entire mission – approximately 57,316
Total Scenes:  ALI scenes in the Level 0 archive              52,661                (as of December 1, 2010)

                         Hyperion scenes in the Level 0 archive    52,409               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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