EO-1 Weekly Status Week of November 11–November 17, 2010
Day of Year 315 - 321
Mission Day 3653 - 3659
Earth Observing One (EO-1) - General
Scheduled 78 science Data Collection Events (DCEs) the past week.

The Earth Observing 1 (EO-1) Satellite will complete 10 years of service on November 21, 2010.  To observe this auspicious occasion, there will be a Gala Anniversary Celebration held on December 1, 2010 from 4:00-8:30 pm at the NASA/Goddard Space Flight Center Visitor's Center.   There will be speakers, refreshments and a lot of catching up among all the people who contributed to the success of the mission.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type I internal calibration on November 15 at 02:19z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Please check the new SensorWeb web page for the latest updates.  It is a work in progress.  It can be reached from the EO-1 main page or directly via: http://sensorweb.nasa.gov.  It will be evolving to include information on the various pilots and related SensorWeb efforts.  

The Mission Science Office conducted meetings on November 12, 15, & 17 to discuss actions needed to prepare for the EO-1 10 year celebration.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Testing additional Svalbard ground systems to replace SG-1 until it is green

· Testing SG1/SG22 hybrid

· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· Pass on November 11 that was scheduled for SG1/SG22 hybrid at 16:42z

· Received telemetry for ~30 seconds

· Auto-track at SG1/SG22 hybrid failed and received no more data

· No X-band data received

· Pass on November 11 that was scheduled for SG1/SG22 hybrid at 19:58z

· Received telemetry for ~30 seconds 

· Auto-track failed, Norway switched to planned track

· After ~4 minutes started receiving data again

· Was able to send a no-op command

· No X-band data received

· Tried to schedule a pass at 14:32z

· Pass came too close to existing WGS support  

· Removed pass from on-board automation

· Test automated S-band pass on November 15 at 17:36z

· Automation set up correctly

· S-band data was received

· Automated dump commands went through and dumps were received

· Test automated S-band pass on November 15 at 20:52z

· Automation set up correctly

· S-band data was received

· Automated dump commands went through and dumps were received

· Test automated S-band pass on November 16 at 13:21z

· Automation set up correctly

· S-band data was received

· Automated dump commands went through and dumps were received

· Test automated S-band pass on November 16 at 19:52z

· Automation set up correctly

· S-band data was received

· Automated dump commands were sent

· A small hiccup in the data caused one command to fail and retry

· Upon retry the command was successful and the dump commenced

· S-band data came through fine aside from the hiccup in data

· Test set up for automated S-band pass on November 19 at 20:08z

· Scheduled 3 TDRS passes to cover gaps in data

· Data gaps of more than 5 hours were looked into

· Some gaps could have a ground station pass of <9 minutes or <10 degrees

· Less than optimal passes were accepted to cover some gaps in coverage

· Coverage gaps that have no possible ground contact were scheduled for TDRS

· TDRS contacts scheduled:

· November 18 11:30z-12:00z on TDE

· November 20 11:00z-11:30z on TDS

· November 21 10:50z-11:20z on TDW

· Monitored the close approach with object 26650

· Started with a probability of conjunction (Pc) of 0.03% and a miss distance of 290m

· Remained with that PC until Sunday when an updated data point was received

· Updated path moved the object to a Pc of 10^-7 and a miss distance of ~1km

· Updated data point on Monday moved it to a Pc of less than 10^-10

· Monitoring the object until the time of possible conjunction on November 16
· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Test is delayed until after November 22

Mission Planning

· Created the ATS load to be used on the TDRS pass on November 18

· Looking into replacing SG-1 with SG-2 and the SG1/SG22 hybrid for daily operations until SG-1 is green

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Running ASPEN in conjunction with normal daily backups from MOPSS

· Found only the expected differences

· Continued looking at changes that need to be made to accommodate testing of new stations

· Antarctica ground station

· SG-2 ground station

· Displayed as SKS in schedule file, works in Mission Planning

· SG1/SG22 hybrid ground station

· Remains SGS in the schedule file and for connections

Flight Dynamics
· Looked into the close approach with object 26650

· Loaded separate scenario with our path and the projected path of the object

· Used to determine what type of maneuver would best remove the conjunction if necessary

· Looked into the possible TDRS times needed to fill in the coverage gaps in the schedule

· Determined TDRS times that gave the most complete coverage and were available

· Scheduled three TDRS times to cover the extended gaps between passes

· Looking into replacing SG-1 with SG-2 and SG1/SG22 for normal operations until SG-1 is green

· Modifying the delivery system for FD products to have them originate from the NASA mail server

· Testing new message delivery

· No messages were bounced back by the NASA mail server

· Entities that were unable to receive previous messages are now receiving the messages

· Entities that normally received only blank emails when files were put into the body of the email are now receiving the correct information

Trending
No change from last week.
System Administration
· The network cable was removed from the legacy Flight Dynamics computer as a final test of the new FD system.

· If no operational impact is experienced during the ~2 week test then the legacy system will be retired.

· Started the process of making a fully functional backup Flight Dynamics computer.

· Added the username and group used by ground stations to deliver tracking data. 

· Attempting to mimic the Cygwin functionality between the two computers.

· Used various methods to duplicate the C:/Cygwin directory from the prime computer to the backup computer (copy/paste, tar, Windows backup, rsync).

· Permission and ownership were not preserved correctly on the new computer using either method.

· Continuing research on how to make these directories equivalent.

· Contacted our AGI representative about transferring the STK license from the legacy FD computer to the new backup FD computer.

· Filled out the Software Transfer Agreement and received the appropriate signatures.

· The transfer will have to wait until the legacy system is retired (its STK and license will need to be uninstalled before the transfer).

· The ITPS trending system logs show an error message about the external hard drive used to store ingested telemetry (bad block on device).

· Ran the “chkdsk” command with the option to find/repair bad sectors.

· No errors reported by the command.

· The drive is still functioning correctly and only one error has appeared in the logs so far. The logs will continue to be monitored.

· Firewall rules

· Open IONet firewall

· Created a spreadsheet to act as an Open IONet (OGRS) firewall rule lookup table with summaries, expiration date, etc. for each rule.

· Submitted updates to extend the expiration dates for the following OGRS firewall rules that were nearing or had reached their expiration dates.

· 06-0073 – Access to EO-1 processing system from USGS data center.

· 06-0081 – Access to EO-1 systems from the MOC CNE computer.

· 09-0009 – Access to EO-1 systems from JPL computers.

· EO-1 mission firewall

· Implemented the firewall rule to allow access to the test ASIST workstation from the DTN developers’ lab computer.

· This rule was approved and implemented recently at the Open IONet firewall level.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· WGS red for planned maintenance.
Operational Discrepancies
· None
UPCOMING EVENTS

· Next inclination maneuvers to be on December 7 & 9
· Next lunar calibration will be November 22 and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of November 11-November 17, 2010      78
Total scenes and engineering calibrations planned for entire mission – approximately 57,137
Total Scenes:  ALI scenes in the Level 0 archive              52,477                (as of November 17, 2010)

                         Hyperion scenes in the Level 0 archive    52,225               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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