EO-1 Weekly Status Week of March 4 – March 10, 2010
Day of Year 063 - 069
Mission Day 3400 - 3406
Earth Observing One (EO-1) General.
Scheduled 184 science Data Collection Events (DCEs) past week
INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument calibration

· Conducted ALI internal calibration (Type I) on March 8 at 02:39z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Tuesday, March 9, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Fritz Policelli, Lenny Roytman, Guido van Langenhove, Serhiy Skakun, Joerg Szarzynski, Claudia Jobst, Joachim Post, Pat Cappelaere, Lisa Kane, and Joe Young.

Notes from this teleconference are as follows: 

1.  Discussed the latest revision to the draft UN-SPIDER Portal to house Namibia Pilot SensorWeb information and provide links to other sites that contain such information.  Claudia Jobst requested that each collaborator lead send a brief description of their organization and its role in the Namibia Pilot program for posting on the Portal.
2.  Pat Cappelaere has created a website that displays river data that is pertinent to predicting potential flooding in Namibia.

3.  Guido van Langenhove emphasized that hydrologists prefer river flow rates, but in general, stakeholders prefer river levels since they understand what constitutes critical levels.  Both graphs and data values are being provided on the web page.  
4.  The status of each proposal Work Package was discussed.  It was agreed that an Executive Summary to introduce the proposal is needed. 
5.  It was agreed that at the CEOS WGISS 29 meeting, sponsored by UN-SPIDER and to occur in Bonn, Germany on 17-20 May, there will be a session on the Namibian effort.
6.  It was proposed that, at the Regional Workshop in Addis Ababa, Ethiopia on 25-28 May, the Namibian effort shall be showcased and a coordination meeting be held.
On Tuesday, March 9, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Steve Ungar, Petya Campbell, Fred Huemmrich, Lawrence Ong, David Landis, Yen-Ben Cheng, Qingyuan Zhang, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Dave Landis has performed Hyperion atmospheric correction, using the ATREM code, for a large number of EO-1 calibration/validation sites to be used by Petya Campbell in her study of Hyperion calibration/validation.
2.  Betsy Middleton questioned whether the sun glint correction for Hawaii Hyperion data had been performed.  Steve Ungar is the lead for this activity.
3.  Unofficial information is circulating that the HyspIRI mission has been pushed lower in the Decadal Mission list.

4.  An MCR for HyspIRI that was tentatively scheduled for June 2010 has been cancelled by Headquarters and no new date has been issued.
5.  Petya Campbell reviewed charts on Hyperion calibration/validation activity she will present at an ESA-ESRIN Hyperspectral 2010 Workshop in Frascati, Italy on 17- 19 March 2010.  A number of suggestions for changes were offered by the team.
On March 10, Carl Bruce from JPL, conducted another of an ongoing series of Webex teleconferences with GSFC team members for the purpose of reviewing the status of the HyspIRI IPM testbed and coordinating associated activities between JPL and GSFC.  

Participants:  Carl Bruce, Dan Mandl, Stu Frye, Steve Chien, Jerry Hengemihle, Patrick Coronado, Michael Mercury, and Joe Young.

Highlights of the teleconference are as follows:  

1.  Jerry Hengemihle needs further information from Patrick Coronado on the Direct Broadcast (DB) element mass, power and volume.
2.  JPL needs GSFC to produce a Quad Chart for the IPM/DB.
3.  Dan Mandl is producing a refined matrix that will show the IPM/DB elements and the corresponding mass, power and volume.  He has sent a preliminary version.
4.  Patrick Coronado stated that there should not be an interference issue for IPM/DB data transmission and the primary HyspIRI spacecraft data transmission.  He will document this conclusion.
5.  The HyspIRI spacecraft and IPM/DB will have two independent data transmissions.

6.  Patrick stated that SpaceWire/LVDS is a candidate architecture for use as a high speed data transmissions system since it is currently in use on spacecraft. 
7.  A Reed-Solomon coding box will be added to the DB unit.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Observed no operational errors to date from new code (CASPER r5.0.1) implemented onboard spacecraft on February 24

· Evaluating WARP single bit errors since new processor memory map has been instituted in new code

· Re-enabled WARP single-bit event messages temporarily to observe event messages during outgassing in order to read addresses found only during memory scrub cycle

· Observed no single-bit errors during this limited sample

· Planning to re-enable WARP single-bit event messages during periods corresponding to heavy WARP processor utilization (e.g., bandstripping) to determine if problematic bits appear in areas such as the CASPER heap

· Hoping to not encounter spikes in single-bit messages like those in r5.0.0 that necessitated the development of r5.0.1

· Studying final power savings on latest Lunar Calibration modifications

· Removed WARP record that captured housekeeping during time which would have contained lamp calibrations from modified lunar calibration performed on March 1
· Studying the power readings from the March 1 lunar calibration and expect additional power savings since WARP is on for three minutes less

· Implemented updated notification system during lights-out operations, with FOT responsibilities rotating on weekly basis

· Updated contact list and contingency document to reflect changes in outside entities’ personnel and phone numbers  

Mission Planning

· Continued compilation of RTS files for ASIST SCP to match those currently in use on CMS for continued testing

· Dumped RTSs from spacecraft for verification

· Met with database administrator to provide more hard disk space for Oracle database on prime mission planning computer by moving two directories and updating the pointers to them

· Generated updated backup of database before change was implemented

· SNAS new release of TDRSS scheduling software went live on Tuesday March 9 

· Informed SNAS developers prior to go-live date of EO-1 that FOT stance is that EO-1 will not accept SNAS release 3 go-live until these issues have been resolved

· Finished most testing of SNAS with the version we assume to be correct, but we still have not received verification that this is indeed the correct version to use

· Have not implemented the new version of SNAS due to vague and incomplete instructions from sources affiliated with SNAS for the new SNAS release and have not  received reply from questions about which file or version is correct

Flight Dynamics
· Continued troubleshooting of anomaly in PF1 tracking data that started on January 19

· Received notice of time biases in data—some reporting 0.053 s, others reporting 0.01s 

· Will attempt to institute time biases again into EO-1 orbit determination processes at a later time

· Removing PF1 tracking data from orbit determination process

· Received no notifications of any further troubleshooting or repairs from station 

Trending
· Collaborating with support engineer to input historical data into ITPS database

System Administration
· C&A Audit preparation:

· Updated the EO-1 equipment spreadsheet and sent it to the security team.

· Responded to security’s questions about thumb drives and plain text password usage.

· EO-1 primary mission planning computer:

· Supported Database Administrators with their maintenance on EO-1’s primary mission planning computer. 

· The partition where some database files were stored was 99% full. These database files were moved to a larger partition. This change greatly improved disk usage statistics.

· While the database was down a complete backup was performed.

· Received notification from the computer that some of the daemons associated with the mission planning software were not running.

· The “ps –ef” command showed these daemons were running correctly.

· More troubleshooting found that a cron job was run after the notification was sent that started these background processes.

· After the database maintenance, a step in the missing planning software startup process must have been missed.

· The errors that were caused by PatchLink on the two Windows XP Flight Dynamics computers have been resolved.

· Provided information to the GSFC PatchLink support personnel to help with their troubleshooting efforts.

· The vendor acknowledged and fixed the issue on their end.

· GSFC PatchLink personnel informed us that we were running an old version of the software on these computers and that no complaints were filed for errors on the new software.

· PatchLink was upgraded to the latest version (6.4.0.420) on these computers.

· ASPEN computers:

· Completed the CIS Benchmark process for the ASPEN compiler computer.

· Disabled the SELinux program on the two 64bit ASPEN computers. This program caused problems with the JPL developers previously on the compiler computer.

· Received error messages on the ITPS trending computer stating that data corruption had occurred in the Windows Temp directory.

· Ran the CHKDSK utility with the \f option to search for and fix data problems.

· Errors were found and reportedly corrected by this process.

· After booting into Windows, the Temp directory was available and populated with files.

· Ran the CHKDSK utility with the \r option to search for and fix data and bad sectors on the hard drive.

· No errors returned during this process.

· Created new images for the C and D drives in case the error occurs again.

· Flight Software Lab private network:

· Finished applying patches to the Windows XP development computer.

· Created a CD to archive the 2010 first quarter log files on the test ASIST T&C computer.

· Created backups for the primary ASIST computers, new flight dynamics computers, ASPEN computers, countdown clock, new data processing computers, and MOC CNE computer.

· Weekly tape was created.
GROUND AND SPACE NETWORK

Station Downtimes

· PF1 and PF2 went yellow on March 8 for communication out of the facility

· Received notification on March 9 that PF1 and PF2 are now green

Operational Discrepancies
· Continued anomaly in PF1 tracking data, starting January 19

· Removed PF1 tracking data manually from flight dynamics processing

UPCOMING EVENTS

· Anticipate migration to new SNAS release for TDRSS scheduling, with go-live date scheduled for March 9 once new version to use is specified.
Imagery Status

Scenes and Engineering Cals planned for week of March 4 – March 10, 2010      184
Total scenes and engineering calibrations planned for entire mission – approximately 51,961
Total Scenes:  ALI scenes in the Level 0 archive              47,485                (as of March 10, 2010)

                         Hyperion scenes in the Level 0 archive    47,237                
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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