EO-1 Weekly Status Week of March 25 – March 31, 2010
Day of Year 084 - 090
Mission Day 3421 - 3427
Earth Observing One (EO-1) General.
Scheduled 140 science Data Collection Events (DCEs) past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on March 31 at 21:29z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on March 31from 00:30z to 15:20z

· Conducted ALI outgassing on March 31 from 00:40z to 15:30z

· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on March 30 during the 11:54z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) two orbits later which did not contain lamp calibrations and moved post dark images to lamp calibration time slot

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 
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Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On March 23-25, Dan Mandl, Jerry Hengemihle, and Patrick Coronado from GSFC, participated in a JPL Team X costing exercise of the HyspIRI design.  The GSFC team, led by Dan Mandl, provided the design and cost estimat for the Intelligent Payload Module (IPM) which includes a high speed processor separate from the C&DH process and a Direct Broadcast (DB) antenna system.  The key to this exercise was to assure that the IPM would fit into the power, mass, volume and cost budgets for HyspIRI.  After the exercise, the HyspIRI team reported that the IPM had been adequately accommodated.  The IPM is a design which has heritage from EO-1 onboard processing and will provide user defined data subsets, customized data products and some onboard intelligent decision making.
On Tuesday, March 30, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Guido van Langenhove, Tom De Groeve, Lenny Roytman, Pat Cappelaere, and Joe Young.

Notes from this teleconference are as follows: 

1.  There was a discussion about what type of flood related plots Guide van Langenhove prefers for the near term prototype website.  Guide is to send an email message that will illustrate the type of plots he wants.
2.  Dan Mandl stated that the initial prototype can be viewed at:

http://geobpms.geobliki.com/nambia
or 

http://geobpms.geobliki.com/namibia2
The following jpeg shows one of the main displayes in which catchments (colored areas) channel rainfall to rivers that flow through the displayed river gauges (see fig 1).  Graphs can be viewed of the rainfall estimates via the Bob Adler TRMM rainfall estimate models, overlaid with the daily flow gauge readings at the various sites.  The idea is to correlate rainfall with the series of floods that occurred 5 – 10 days later and thus establish a means to provide early alerts.  Later the group will experiment with inputting rainfall predictions into the model and thus provide even more warning if sufficient fidelity can be achieved.
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Fig 1 Namibia Flood Sensor Web Early Warning System pilot display

3.  Tom De Groeve, from the European Commission Joint Research Center (JRC), has submitted an input to the Namibia SensorWeb Flood/Disease Pilot Project Proposal.  His input will be integrated into the NASA/GSFC Work Package 3 portion of the proposal.

4.  It was pointed out that from a NOAA website, STAR Center for Satellite Applications and Research, one can navigate to a Malaria Risk Map for Africa.
5.  Dan Mandl is to call Health Ministry personnel in Namibia for the purpose of trying it identify the proper person in Namibia to serve as the key participant in the SensorWeb Pilot Project activity related to the early Malaria warning portion of the SensorWeb pilot project.

On Tuesday, March 30, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Lawrence Ong, Nathan Pollack, Bob Cox, Steve Ambrose, Kurtis Thome, David Landis, Yen-Ben Cheng, Dan Mandl, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Petya Campbell gave a recap of the ESA Hyperspectral Workshop held last week in Italy and her presentation on 10 Year Summary of EO-1 Mission with Emphasis on Hyperion.  Betsy Middleton is to be the lead author of a paper on this subject. 
2.  Dave Landis showed several examples of EO-1 acquired images that are contained in the NASA Earth Observatory website.
3.  It was stated that Dr. Michael Hill, University of North Dakota, has requested additional EO-1 data.
4.  Bob Knox and Dan Mandl gave a summary of the HyspIRI Team X meeting that occurred last week at JPL.
5.  Betsy reviewed the current planning that has been accomplished for the HyspISRI Science Symposium to occur at GSFC on May 4-5 and solicited suggestions for other planning needs.
6.  Next MSO meeting to be on April 13.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Continued dumping RAM RTS’s from spacecraft to assist testing of new mission planning software

· Finished dumping all RTS’s for which legacy mission planning software shows multiple entries

· Re-enabled WARP single-bit event messages

· Continued examining number and frequency distribution of single bit errors

· Observed no “clusters” of errors—instead saw occasional errors

· Continued observing timing of messages from the area of memory mapped around in r5.0.1, errors still being reported only once per cycle (approximately 33 minutes)

Mission Planning

· Continuing testing of ASIST SCP to replace legacy CMS mission planning software

· Compared the RTS’s dumped from the S/C with those that had multiple entries in the legacy mission planning software to determine the correct RTS file to import from the legacy mission planning software to the ASSIST SCP

· Conducted purge and defrag on the legacy mission planning computer with database administrators monitoring its effect

Flight Dynamics
· Continuing to test file deliveries to/from new flight dynamics computer

· Continued to conduct file deliveries of flight dynamics products to entities outside of MOC (JPL, etc.) from new flight dynamics computer

· Resolving a problem in which too many emails were sent to a single facility due to multiple users receiving the files (limit 10/hour) 

· New flight dynamics computer would attempt to resend the unsent emails every 15 minutes until they were all accepted by the facility (all eventually sent)

· Received confirmation that EO-1 can establish notification requirements with the GSFC CA group that the FOT will be contacted if any object exceeds a Pc of 0.01%, regardless of perceived threat to EO-1
Trending
· Collaborating with support engineer to input historical data into ITPS database

System Administration
· Worked with FOT to troubleshoot an issue viewing XML documents with XSL stylesheets. It was determined that the version of Firefox that was installed on the system did not support XML/XSL. A newer version was installed to resolve this issue.

· Worked with FOT and Database Admins to monitor the database purge and defrag scripts on the legacy mission planning computer.

· It was believed that running these scripts in February caused the database files to grow in size instead of shrink.

· After running the scripts on March 29 the amount of data in the /home partition was reduced as expected. FOT reports a performance boost following this process.

· The Database Admins have agreed to monitor the next execution of these scripts too. If similar results are achieved then these scripts should again be considered safe for normal operations.

· Working with personnel at Wallops to have tracking data delivered to our new Flight Dynamics computer.

· Received word from Wallops that the firewall rule was approved and is in place.

· Wallops attempted to connect to our server but the connection timed out.

· I saw his IP address pass through the EO-1 firewall successfully.

· No username/password prompts were received on their end, resulting in the timeout.

· Research and troubleshooting continues.

· Received notification from USN that they plan to migrate to a new MaxView server.

· After receiving the IP address of the new server, the EO-1 firewall rules were updated.

· Waiting for USN to test this connection.

· Received errors on the new Flight Dynamics computers when attempting to send emails at the end of the automated FD product delivery scripts.

· Errors stated that “Too many recipients received this hour, only accepting 10 msg/hour”

· The mail logfile showed that these errors only occurred when mailing USGS.

· Contacted USGS SA to report the problem.

· Received an updated list of contacts and updated the deliver scripts.

· Received no errors on March 26. Since not all of the scripts were run on that day, the real test will occur on March 31.

· Completed the CIS benchmark process for the second new Flight Dynamics computer.

· Performed routine maintenance to clear space in the /var partition for one of the legacy mission planning computers.

· Used Clonezilla software to create an image of the last ASIST real-time computer to be upgrated to RedHat4 before the upgrade process begins.

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that PF1 went green on March 25 at 23:35z after recovering from the inability to track starting March 24 at 09:05z

Operational Discrepancies
· Continued anomaly in PF1 tracking data that started January 19

· Instituted 0.01s bias in PF1 tracking data for orbit determination process

· Lost the 4th image out of 4 (UK Saint Helena 1) from SG-1 on March 28 at 11:18z.  The other 3 images were successfully retrieved

UPCOMING EVENTS

· Perform a pair of 350s inclination maneuver on April 13 at 12:52:40z and April 15 at 12:30:32z to maintain the MLT at very close to 10:00am

Imagery Status

Scenes and Engineering Cals planned for week of March 25 – March 31, 2010      140
Total scenes and engineering calibrations planned for entire mission – approximately 52,394
Total Scenes:  ALI scenes in the Level 0 archive              47,933                (as of March 31, 2010)

                         Hyperion scenes in the Level 0 archive    47,685                
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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