EO-1 Weekly Status Week of June 3 – June 9, 2010
Day of Year 154 - 160
Mission Day 3492 - 3498
Earth Observing One (EO-1) General.
Scheduled 142 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on June 7 at 21:59z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on June 7 from 00:25z to 15:15z

· Conducted ALI outgassing on June 7 from 00:35z to 15:25z

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

EO-1 provided assistance to the Glory mission by conducting a beacon test using EO-1 with TDRSS on June 3, 2010 in which commanding via TDRSS was turned on and off an average of every minute.  This was to simulate the Glory launch in which the transmitter will be turned on and off every minute during launch and early orbit.  The test was to determine whether it was feasible to reacquire TDRSS within a minute after turning the transmitter off.

On Thursday, June 3, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, and Don Sullivan.

On Tuesday, June 8, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Steve Ungar, Fred Huemmrich, David Landis, Qingyuan Zhang, Dan Mandl, Stu Frye, four summer interns, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. Dan Mandl discussed a NSF funded activity for the storage and retrieval of very large amount of data via use of the file sharing capabilities of the Open Cloud Consortium organization.  This NSF grantor is seeking EO-1 data to store and provide disaster images and were directed to talk with EO-1 personnel by NASA Headquarters.  They have implemented a large facility with computing and communication capabilities at Northwestern University in Chicago.  That facility will have 100GB storage connection to GSFC this summer.  The GSFC end of the 100GB connection will be controlled by Pat Gary (Code XXX). Dan suggested that we test the system using ALI and Hyperion Level 1G data depending on how to connect EO-1 processing services to the 100GB connection point.  The NSF team offered to host EO-1 higher level processing on their computers but the EO-1 mission has no spare personnel hours to re-host our applications without a major disruption of our existing task work.
2. Betsy Middleton and Dan Mandl discussed their correspondences with Michael Frielich and Michael Goodman about the cost for producing images for disaster events such as occurrences in Haiti, Chile, Iceland, and Gulf of Mexico.  NASA wants to recover the cost of images taken of the Gulf of Mexico oil spill from British Petroleum (BP) and those costs will become part of the bill.  Betsy and Dan have sent back cost estimates. 
3. Headquarters has asked the MSO what the impact would be if their budget was cut by 10%.  The EO-1 team is working on a response.
4. Betsy stated that there is an urgent need to identify a civil servant in Code 600 to head a proposed IRAD activity on the Nereids constellation.  The EO-1 team is working to prepare an IRAD for a Nereids constellation IDC analysis and is activily working to identify a Code 600 science PI because the IRAD evaluation team will not accept a Code 500 PI.
5. The team reviewed how science acquisition requests are scheduled in the baseline target list.  Stu Frye discussed the benefit of scheduling some of these requests via the SensorWeb rather than the baseline in order to provide increased flexibility.  
6. Dave Landis discussed updates to the MSO EO-1 scenes database and pointed out that the database does not contain any of the nighttime scenes.  
7. Petya Campbell discussed the use of an atmospheric correction algorithm called SMAC (Simplified Method for Atmospheric Correction).  This algorithm is a computationally fast and accurate technique for the atmospheric correction of satellite measurements.  The main advantage of the method is that it is several hundred times faster than more detailed radiative transfer models but the disadvantage is that it applies only to multispectral data and not to hyperspectral data.
8. Fred Huemmrich is to make a spectral bio-indicator modeling presentation at the HyspIRI Science Workshop in August in Pasadena, CA.  

10. Petya is to give a presentation at the Workshop on atmospheric correction.
11. Betsy stated that she has gathered all the presentations made at the “Proposed HyspIRI Terrestrial Ecology Products” Symposium and will have them posted on the EO-1 website.
12. Betsy discussed the slides that Rob Green presented at a Headquarters Steering Group on June 4 entitled “Decadal Survey Science and Key Climate Science Using HyspIRI”.
On Wednesday, June 9, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Tom De Groeve, and Joe Young.

Notes from this teleconference are as follows: 

1. Joerg Szarzynski stated that the previously prepared team’s past history activity timeline chart be put into the Pilot Project proposal.
2. The participants agreed to remove the table in the proposal that would show the monetary value of participants planned contributions to the Pilot Project.  Instead, such contributions are to be addressed in a narrative form.
3. The participants agreed to include all planned Capacity Building training of African in-country personnel in Work Package 2.

4. It was agreed that the target date for completing the Pilot Proposal is June 16.
5. Next teleconference is to be June 16.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Conducted the Glory Beacon Mode tests 1 and 2 on June 3to support the Glory mission

· After initial connection to the TDRSS satellite, data was received on test 1 at an acceptable time after each transmitter cycle

· On test 2, four “MCINOOP” commands were successfully sent and received by EO-1, each command was on a subsequent transmitter cycle

Mission Planning

· Verified the necessary files to perform the Glory Beacon Mode tests

· Checked the ATS load to verify it had all the necessary commands to meet the requirements for the Glory Beacon Mode tests on June 3

Flight Dynamics
· Verified the necessary flight dynamics files for the Glory Beacon Mode tests

Trending
· Continued data playback and capture for 2004 data

System Administration
· Configured Logwatch utility on all Linux computers. This script runs daily and emails a summary of the previous day’s logs.

· Updated backup scripts

· Moved the scripts from the cron.daily directory to the /system directory.

· Updated the sys admin email address in the backup script’s configuration file.

· Updated the warning banners on the legacy Mission Planning and Flight Dynamics computers (GUI login, SSH, FTP, etc.)

· Continued the process of rebuilding/reinstalling a laptop for use by the new FOT member.

· The rebuild process had to be started over because the security settings configured through the FDCC tool disabled local logins to the computer.

· Rebuild completed.

· Security settings configured manually and via FDCC GPO for the NDC domain.

· Completed all necessary checklists and forms needed for CNE network approval.

· Need to apply the Windows patches that came out yesterday.

· Need to have the system scanned by CNE security.

· Started taking the Windows XP specific security training for Sys Admins.

·  Attended the MOMS IT Security meeting about Data At Rest (DAR) Encryption.

· The DAR initiative has since been delayed.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is offline, no ETA at the moment for resumed operations

Operational Discrepancies
· PF1 and 2 have been intermittently yellow and red on June 4, 5, & 9
· Multiple passes of S-band data have been lost
· Most X-band data was recovered but lost 1 image on June 4 pass from PF1
· PF1 is resending the X-band data to see if we can recover the image
· Lost 1 image at WPS because of computer problem after data was received on June 5 at 14:23z.  Effort being made to recover image data.
UPCOMING EVENTS

· Next inclination maneuvers to be on June 15 and June 17 and are expected to be 200s burns (to be verified during burn planning)

Imagery Status

Scenes and Engineering Cals planned for week of June 3 – June 9, 2010      142
Total scenes and engineering calibrations planned for entire mission – approximately 53,970
Total Scenes:  ALI scenes in the Level 0 archive              49,461                (as of June 9, 2010)

                         Hyperion scenes in the Level 0 archive    49,214                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases

1

