EO-1 Weekly Status Week of June 24 – June 30, 2010
Day of Year 175 - 181
Mission Day 3513 - 3519
Earth Observing One (EO-1) General.
Scheduled 150 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type I on June 28 at 00:29z

· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on June 27 during the 02:46z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) two orbits later (06:03z) which does not contain lamp calibrations and moves post dark images to lamp calibration time slot but kept data collection from the adjusted post dark image time slot

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Stu Frye met with NASA Headquarters personnel and Committee on Earth Observation Satellites (CEOS) representatives from the Canadian Space Agency to review the status of the Caribbean Satellite Disaster Pilot and the Namibia Flood/Disease Sensor Web Pilot on 29 June.

Stu Frye arranged a meeting on 30 June with the World Bank disaster management leaders concerning the disaster pilots and how to align objectives of the pilots with World Bank on-going and planned activities in Central America/Caribbean and Africa.  The Canadians and NASA Headquarters personnel attended the meeting that was held at the World Bank headquarters in Washington DC.

On Thursday, June 24, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Pat Cappelaere, Don Sullivan, and Joe Young.

Notes from this teleconference are as follows:

1. Dan Mandl to send Don Sullivan SWAMO software to run in the Global Hawk testbed. 
2. Define an operations scenario for use of the Global Hawk including expected interfaces and send to Don Sullivan for comment.  Since the Global Hawk is not flying an optical instrument for the GRIP mission, a scenario for integrating a Global Hawk instrument output with our software needs to be defined.
3. Don Sullivan to send GSFC sample pictures depicting Global Hawk end to end data architecture for missions.  

4. Rob Sohlberg needs EO-1 Hyperion data for “oil in coastal marshes” to test classifier algorithms that we can in turn operate on them with the HyspIRI IPM and the WCPS.  Stu Frye has sent Rob all oil slick coastline scenes taken to date and EO-1 is continuing to image Gulf Coast coastline from Louisiana to Florida.
5. Dan Mandl to talk with Paul Newman about data coming out of Global Hawk atmospheric instruments onboard to determine if we have functions in the WCPS that can manipulate the data in some useful way.
On Monday, June 28, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, David Landis, Qingyuan Zhang, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. The entire meeting was spent reviewing the EO-1 Efficiency Matrix and revising it for submission to NASA Headquarters on June 30.  The Efficiency Matrix shows EO-1 data product counts by FY projected out to end of mission and compared with mission cost.
On Wednesday, June 30, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Joerg Szarzynski, Guido van Langenhove, Lenny Roytman, Carl Keuck, and Joe Young.

Notes from this teleconference are as follows: 

1. Concern was expressed that the current Namibian Project Proposal version contains overlap between Work Packages 3 and 5 for the subject of a flood early warning system.  The team agreed to review the proposal for such an overlap and send comments.
2. It was agreed to add to the proposal information about how a flood model would be generated as outlined by Guido van Langenhove.  Guido will send a map of critical catchment areas to be used in preparing such information.
3. It was agreed to add to the Executive Summary and proposal abstract a sentence stating that the proposed work will support the Post-disaster Needs Assessment (PDNA) relief and reconstruction recommendations.
4. Guido stated that a representative of the International Charter (Monique Grasso) wants to make a visit to Namibia the end of July to discuss Charter procedures with the Namibian government.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

No change from the past week.
Mission Planning

· Planned and created ATS loads for the nominal and modified lunar calibrations

· Changed the modified calibrations to include prior changes 

· removing lamp calibration 

· moving post dark image 2 to the lamp calibration time slot

· New change includes a WARP record during the post dark time slot to capture more power data

Flight Dynamics
· Planned the flight dynamics products for the next Lunar calibration on June 27

· Planned the nominal lunar calibration will be during the 02:46z umbra

· Planned the modified lunar calibration will be during the 06:03z umbra

· Received the tracking data files from SGS

· Continued testing SGS tracking data files on Statler2 in the orbit determination

· All tests completed to date show that the data is coming through from SGS onto Statler2 as correct and accurate

· Continued Statler2 ground station tracking data verification

· Tests continue to show the PF1, PF2, and SGS all coming through as correct based on tracking data files we receive on Target

· Continued testing the tracking data files for WGS

· Still have the 50 ms shift that needs to be accounted for

· All tests performed thus far have not been able to account for this 50ms shift

· Worked with FDF on the 50ms shift

· All changes performed to date have not been able to correct the errors

Trending
· Studying the lunar calibration power data for modified and nominal calibrations

· Preparing lunar calibrations power records

· Studying new power results from June lunar calibration

System Administration
· Continued the CIS benchmarking process on EO-1 operational computers.

· Started process on the countdown clock computer (~70% complete)

· Started process on the primary backups server (~70% complete)

· Completed the process of rebuilding/reinstalling a laptop for use by the new FOT member.

· Created a full system backup and hard drive image of the laptop after receiving CNE network approval.

· Configured the user’s email account via Outlook.

· Removed the computer that was used by the FOT member that left recently from the CNE network.

· Created a full system backup and hard drive image of the computer to protect against the accidental deletion of any files that may be needed by the FOT in the future.

· Submitted a request to CNE security team to remove entries from IPAMS, Patchlink, DNS server, etc.

· Completing the migration from the legacy EO-1 backup server to the new backup server.

· The new backup server has been in use for many months and has proven to be reliable. 

· Moving the last few months’ worth of backups that were saved to the legacy backup server to the new server.

· Once the file migration is complete the legacy system can be removed from the network to be used for another purpose or as a spare computer.

· Delivered information to the EO-1 operations manager regarding the purchase of spare hard drives for the legacy mission planning and flight dynamics computers.

· Received notification that the order had been placed.

· Verified that the updated EO1 IONet Variance Request form had been received by security. The approval process for this request is underway.

· Continued research on how to lock/unlock IronKey encryption as a non-privileged user on Linux system.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is offline, no ETA at the moment for resumed operations

Operational Discrepancies
· PF1 and PF2 lost telemetry and commanding for passes on June 25 at 05:25z, 08:41z, and 18:20z. All images were recovered.
· SGS reported EDOS did not receive packets from them. Playback of data resulted in recovery of all images.
UPCOMING EVENTS

· Next lunar calibrations will be at the end of July

· Next inclination maneuver to be in mid-August
Imagery Status

Scenes and Engineering Cals planned for week of June 24-June 30, 2010      150
Total scenes and engineering calibrations planned for entire mission – approximately 54,403
Total Scenes:  ALI scenes in the Level 0 archive              49,859                (as of June 30, 2010)

                         Hyperion scenes in the Level 0 archive    49,611                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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