EO-1 Weekly Status Week of June 17 – June 23, 2010
Day of Year 168 - 174
Mission Day 3506 - 3512
Earth Observing One (EO-1) - General.
Scheduled 136 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on June 22 at 10:11z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on June 21 from 00:25z to 15:15z

· Conducted ALI outgassing on June 21 from 00:35z to 15:25z

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Dan Mandl presented a paper at the ESTO Earth Science Technology Forum on June 23 in Crystal City.  The title of his paper is “SensorWeb 3G: Extending On-Orbit Sensor Capabilities to Enable Near Real-Time User Configurability”.

Dan made a keynote presentation at the Open Geospatial Consortium (OGC) Interoperability Day at NOAA Headquarters in Silver Spring on June 18, 2010.  The presentation was entitled, “NASA SensorWeb and OGC Standards for Disaster Management”.  
Pat Cappelaere made two presentations at the OGC Technical Committee meeting held between June 15 – 17, 2010.  The June 17 presentation was made to the Coverages Working Group and was entitled, “NASA SensorWeb: From v2.0 to v3.0 Workflows and WCPS for Space Applications” and mainly presented the portion on Web Coverage Processing Sevice (WCPS) to the group.  On June 18 he presented the second portion of the presentation on “OpenID Two Factor Authentication Security” at a Work Flow Working Group.

Stu Frye prepared for a visit from the Canadian Space Agency CEOS team to discuss the status of the Caribbean Disaster Pilot and preparedness for the 2010 hurricane season with the GSFC SensorWeb collaborators, LaRC CEOS Constellation Office, NASA HQ Disaster Management leads, and World Bank.  A meeting at NASA HQ is planned for June 29 and at the World Bank on June 30.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 250-s inclination maneuver on June 17 at 13:12z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 60.1%, which agree with historical trends

· Calculating effective thrust scale factor for use in planning next pair of maneuvers
· Expect pair of maneuvers to maintain MLT for two months, with next burns tentatively scheduled for mid-August

Mission Planning

No change from previous week.
Flight Dynamics
· Determined the timing of next Lunar calibration on June 27

· Determined the nominal lunar calibration will be during the June 27 umbra at 02:46z 

· Determined the modified lunar calibration will be during the June 27 umbra at 06:03z 

· The modified lunar calibration will be further modified to address power concerns

· Created the necessary flight dynamics files for the maneuver on June 17 at 13:12z 

· Created the post burn state files and computing the thrust scale factor for this maneuver to aid in planning for the next maneuver

· Received the tracking data files from SGS

· Verified that the processed tracking data file on Statler2 and the one on Target are the same

· Began testing SGS tracking data files on Statler2 in the orbit determination

· Initial tests show that the data is coming through from SGS onto Statler2 as correct

· Began Statler2 ground station tracking data verification

· Initial tests show the PF1, PF2, and SGS all coming through as correct based on tracking data files we receive on Target

· Continued testing the tracking data files for WGS

· Still have the 50 ms shift that needs to be accounted for

· All tests performed thus far have not been able to account for this 50ms shift

· Worked with FDF on the 50ms shift

· Initial test show there are still differences to be corrected 
Trending
· Studying the lunar calibration power data for modified and nominal calibrations

System Administration
· Working with EO-1 Tech Engineer on the new Linux FEDS computers.

· Completed initial RedHat5 configuration.

· Created and formatted two partitions on the second hard drive.

· Created /mnt2 and /mission mount points

· Edited /etc/fstab so that /mnt2 and /mission would be mounted automatically during boot.

· Began the process of installing the FEDS software.

· Continued the CIS benchmarking process on EO-1 operational computers.

· Started process on the primary ASIST computer (~70% complete)

· Started process on the backup ASIST computer (~70% complete)

· Started process on the third string ASIST computer (~70% complete)

· Continued the process of rebuilding/reinstalling a laptop for use by the new FOT member.

· The rescan by the security team confirmed that previous vulnerabilities had been addressed.

· Remaining vulnerabilities have no patches available at this time.

· Received approval to place the computer on the CNE network.

· Installed PatchLink and verified that the system is reporting to the server.

· Configured central logging.

· The final step will be to configure Outlook for email when the FOT member returns to the office.

· Updated/patched the operational Windows computers in the MOC.

· Downloaded and applied latest Microsoft updates.

· Implemented workaround to mitigate recently discovered Adobe Reader issue.

· Deleted the “authplay.dll” file from the Adobe Reader directory in Program Files.

· Corrected the “invalid certificate” PatchLink errors being received on the ITPS trending computer.

· The certificates needed by PatchLink were not included in the trusted certificates for Windows Server 2003.

· Certificates were imported into the proper trusted certificate locations and the PatchLink service was restated.

· Received confirmation from security team that this system is reporting to the server properly.

· Provided a status update to security on the EO-1 legacy system upgrades. This information will be used as part of an IONet variance request.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is offline, no ETA at the moment for resumed operations

Operational Discrepancies
· Lost 5 images at WPS on June 22 at 01:44z due to pass being preempted for TDRS 1 end of mission

· Cancelled 2 images on June 22 due to next support at WPS on June 23 at 02:34z being preempted for TDRS 1 end of mission

UPCOMING EVENTS

· Next inclination maneuver to be in mid-August
· Next lunar calibration will be on June 27 and will contain both nominal and modified calibrations
Imagery Status

Scenes and Engineering Cals planned for week of June 17 – June 23, 2010      136
Total scenes and engineering calibrations planned for entire mission – approximately 54,253
Total Scenes:  ALI scenes in the Level 0 archive              49,736                (as of June 23, 2010)

                         Hyperion scenes in the Level 0 archive    49,489                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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