EO-1 Weekly Status Week of June 10 – June 16, 2010
Day of Year 161 - 167
Mission Day 3499 - 3505
Earth Observing One (EO-1) - General.
Scheduled 147 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type II on June 14 at 02:04z

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Our team submitted an IRAD proposal to fund a mission concept design/analysis primarily performed in the IDC for the Nereids hyperspectral constellation.  This IRAD is a natural follow-on to a current IRAD for Science Requirements for the Nereids mission.
Stu Frye participated in a Disaster Management session at the OGC technical committee meeting at NOAA headquarters in Silver Spring on Monday, June 14 where a new disaster working group was established as an OGC chartered group.  
The EO-1 team had a teleconference with the GSFC Flight Software Branch and Wallops Flight Facility personnel during this reporting period to begin coordination of the flight experiment to run Delay Tolerant Network (DTN) protocol on-board EO-1 and on the ground.  The funding for the work is in place and the work is officially underway.  A site visit to Wallops in early July is being arranged to plan the installation of a DTN node there for communication between EO-1 and the GSFC MOC for the flight experiment.

On Wednesday, June 16, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Guido van Langenhove, Lenny Roytman, Serhiy Skakun, Joachim Post, and Joe Young.

Notes from this teleconference are as follows: 

1. The Namibia Flood-Disease Project Proposal (Revision 5.5) is to be sent to the Namibian National Planning Commission for their review.
2. Guido stated that the Namibian MAWF Department of Water Affairs in-kind monetary support needs to be included in the proposal in order for the proposal to be viable.

3. Lenny Roytman, Serhiy Skakun, and Joachim Post are to send their Proposal input for the section on what participants will contribute during the proposed three years activity.

4. Guido van Langenhove request, that a one day general meeting and two days of in-depth technical discussions on the proposed activity to be held in Namibia sometime during October or November 2010, was agreed to by the team.

5. During the technical discussions Guido wants to have a session on comparing the value of radar vs optical images.  Also, Guido wants to have Serhiy Skakun brief the Namibian hydrology staff on the analysis of radar images and in particular on flood classification differences that can occur between radar and optical satellite imagery.
6. No date has been set for the Donor’s Conference but it was agreed that the team should proceed to finalize the Proposal as soon as possible.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 250-s inclination maneuver on June 15 at 13:34z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 60.7%, which agree with historical trends

· Calculating effective thrust scale factor for use in planning next 250-s maneuver on June 17

· Expect pair of maneuvers to maintain MLT for two months, with next burns tentatively scheduled for mid-August

Mission Planning

· Created and verified the necessary files to perform the first 250s maneuver

· Checked the ATS load to verify it had all the necessary commands for the maneuver

· Creating and verifying the necessary files to perform the second 250s maneuver

· Checking the ATS load to verify is has all the necessary commands for the maneuver

Flight Dynamics
· Created and verified the necessary flight dynamics files for the maneuver on June 15 at 13:34z

· Created the pre burn state files and the predicted post burn conditions

· Created the maneuver command file for the burn

· Creating the post burn state files and computing the thrust scale factor for this maneuver to aid in planning for the next maneuver

· Creating the necessary flight dynamics files for the maneuver on June 17 at 13:12z 

· Creating the maneuver command file for the maneuver using the computed thrust scale factor from the maneuver on June 15

· Creating the predicted post burn conditions

· Received the tracking data files from SGS

· Verified that the processed tracking data file on Statler2 and the one on Target are the same

· Began testing SGS tracking data files on Statler2 in the orbit determination

· Continued testing the tracking data files for WGS

· Still have the 50 ms bias that needs to be accounted for

· All tests performed thus far have not been able to account for this 50ms shift

· More testing is underway to account for this shift

Trending
· Completed data playback and capture for 2004 data

· Began data playback and capture for 2003 data

System Administration
· Updated the warning banners on the EO-1 firewall. This completes the process as all computers have been updated.

· Edited the syslog configuration file on all operational computers. The individual entries for the central log server in the file were replaced with a single line to send all logs with a level of “info” or higher to the server. 

· This will ensure all useful data is being captured by the log server.

· Debug messages will only be captured locally.

· Received word from the ground station that SGS was configured to send tracking data to the legacy and new flight dynamics computers in parallel.

· Verified that the tracking file was pushed to both computers.

· FOT reports that the processing of the initial file was successful and the output file from each computer are the same. Testing of the data continues.

· Continued the process of rebuilding/reinstalling a laptop for use by the new FOT member.

· The security scan found vulnerabilities that needed to be addressed.

· Vulnerabilities were related to Microsoft Office. Patches have been applied to correct these issues.

· Updated Adobe Flash and Adobe AIR to the latest versions.

· Installed and tested the smartcard software.

· Delivered the computer to the security team for a rescan.

· Updates applied to CNE computers:

· Downloaded and applied latest Windows XP patches.

· Upgraded Adobe Flash for Internet Explorer and Firefox.

· Upgraded Adobe AIR to the latest version.

· Implemented workaround to mitigate recently discovered Adobe Reader issue.

· Deleted the “authplay.dll” file from the Adobe Reader directory in Program Files.

· Started testing IronKeys (encrypted USB drives).

· Works on all accounts when used on Windows systems.

· When run on Linux only the root user is able to decrypt and re-encrypt the drive. Once in the decrypted state any user can read from and write to the drive.

· Currently researching ways to allow limited user accounts to encrypt/decrypt the device.

· Completed the required Windows XP training for System Administrators.

· Sent a POAM status update to security.

· Worked with Security to verify that the list of EO-1 hosts used by the scanning team is complete and correct.

GROUND AND SPACE NETWORK

Station Downtimes

· Hobart ground station is offline, no ETA at the moment for resumed operations

Operational Discrepancies
· MGS reported an operational discrepancy which lost S-band data, no images were lost
· PF1 reported a network outage on June 14 which may have lost some images due to not tracking the satellite
· Data from this pass is being pieced together to see which images may have been lost
UPCOMING EVENTS

· Next maneuver to be on June 17 will be a 250s burn

· Next lunar calibration will be at the end of June

Imagery Status

Scenes and Engineering Cals planned for week of June 10 – June 16, 2010      142
Total scenes and engineering calibrations planned for entire mission – approximately 54,117
Total Scenes:  ALI scenes in the Level 0 archive              49,609                (as of June 16, 2010)

                         Hyperion scenes in the Level 0 archive    49,361                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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