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EO-1 Weekly Status Week of July 22 – July 28, 2010
Day of Year 203 - 209
Mission Day 3541 - 3547
Earth Observing One (EO-1) - General.
Scheduled 154 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal Calibration Type I on July 26 at 01:39z
· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on July 26 during the 16:19z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) three orbits later at 21:14z which did not contain lamp calibrations and moved post dark images to lamp calibration time slot, but kept data collection from the adjusted post dark image time slot

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, July 22, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Don Sullivan, Pat Cappelaere, Rob Sohlberg, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Dan Mandl discussed a contact he had with Wes Powell and Mike Johnson about possibly using the powerful capabilities provided by the OPERA program for onboard space applications that has the embedded MAESTRO processor chip.  Wes and Mike want to submit an IRAD proposal to set up a MAESTRO lab manned by one FTE civil servant to fully explore its capabilities and application to the HyspIRI IPM.
2.
Dan stated that at the HyspIRI Science Workshop GSFC will present information on the topics of installing the WCPS on Cloud Computing, SpaceCube benchmarking results, addition of the MAESTRO processor to the IPM testbed, and UAS testbed extension.
3.
Dan asked Justin Rice to present his work on Elastic Cloud Computing at the ESTO AIST mid-term review in September.

4.
Dan is to go to the University of Illinois in Chicago on Aug 4 to meet with Bob Grossman, who is associated with Cloud Computing research there, and discuss the movement of some of our AIST computing activity to their Cloud Computing facility, e.g. WCPS.

5.
It was decided that Don Sullivan first test of integrating WCPS and SWAMO into the UAS testbed environment will be demo 1A.  Demo 1B will involve uplinking the WCPS/SWAMO output from the UAS testbed to the UAS flight package.
6.
Rob Sohlberg supplied an algorithm to detect oil in coastal marshes that Pat Cappelaere will implement in the WCPS. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Post UPS-6 replacement operational system power status

· Primary T&C, firewalls, and switches are on dual power supply, primary power on UPS-6, backup on UPS-14

· Backup T&C (primary backup) is on UPS-14 as primary power

Mission Planning

· Post UPS-6 replacement power status

· Mission planning systems are on dual power supply, primary power on UPS-6, backup on UPS-14

· The fan that died during the power switch has been replaced and is running nominally

Flight Dynamics
· Post UPS-6 replacement power status

· The flight dynamics system that was switched to UPS-14 will be left there

· This system should be replaced/removed before the UPS-14 power down

· Continued testing the tracking data files for WGS

· Testing and comparing Target and Statler2 Wallops tracking data directly

· The differences in the normal data points are within specifications for data
Trending
· Troubleshooting reported data corruption on hard disk(s)

· Continuing to monitor for new instances of data corruption problems 

· Studying the lunar calibration power data for modified and nominal calibrations

· Studying previous lunar calibrations power records

· Studying new power results from July lunar calibration 

· Finished altitude study on average altitudes from September 7 in 2008 until July 19 2010

System Administration
· Building 14 UPS 6 replacement continued/completed.

· Powered on all computers that were brought down for the UPS replacement.

· Migrated all computers that were moved temporarily to UPS 14 back to UPS 6.

· Tested the auto-switching PDU’s with the new UPS 6 power.

· UPS 6 power is now accepted and used by the PDU’s.

· Plugged in the secondary power cable for each PDU for redundancy.

· Fan issue on legacy mission planning computer continued and became worse overnight. Spare fans were ordered. The new fan was installed and is working well.

· Continued the CIS benchmarking process on the following EO-1 operational computers:

· One of the new data processing systems.

· The legacy flight dynamics computer.

· Both legacy mission planning computers.

· Began the process of adding an EO-1 application into NAMS.

· Met with NAMS personnel to discuss the steps involved.

· Worked with EO-1 mission manager to gather information needed for the application request form.

· Received errors in the logs from one of the new data processing systems. These errors stated that one of the hard drives had bad sectors. This system is still in the development phase at the moment, so no major operational impacts will occur.

· Initial research shows that there are a few utilities that attempt to fix/workaround these bad sectors.

· If these utilities do not work then it is most likely a sign of drive failure.

· Research on these utilities continues.

· Additional backups will be created (including an image attempt) in preparation for the potential failure.

GROUND AND SPACE NETWORK

Station Downtimes

· No change from last reporting
Operational Discrepancies
· Hobart ground station is sending data tapes for the first 2 images out of the 4 that were reported lost last week by SGS on July 17 for the 14:34z pass.
UPCOMING EVENTS

· Next lunar calibrations will be end of August
· Next inclination maneuvers to be end of August
Imagery Status

Scenes and Engineering Cals planned for week of July 22-July 28, 2010      154
Total scenes and engineering calibrations planned for entire mission – approximately 55,017
Total Scenes:  ALI scenes in the Level 0 archive              50,484                (as of July 28, 2010)

                         Hyperion scenes in the Level 0 archive    50,236               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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