EO-1 Weekly Status Week of July 15 – July 21, 2010
Day of Year 196 - 202
Mission Day 3534 - 3540
Earth Observing One (EO-1) - General.
Scheduled 143 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on July 20 at 09:57z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on July 19 from 00:25z to 15:15z

· Conducted ALI outgassing on July 19 from 00:35z to 15:25z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, July 15, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Don Sullivan, Pat Cappelaere, Vuong Ly, Justin Rice, and Joe Young.

Notes from this teleconference are as follows:

1. Don Sullivan reported that the Forest Service Super King Air B200 airplane will be used, at least initially, for the 2010 wildfire remote imaging missions in place of the Ames Research Center Ikhana UAS.  The King Air will be utilizing the Ames Autonomous Modular Sensor (AMS) scanning spectrometer.  
2.
Don is to give Vuong Ly and Jason Stanley an account on his UAS testbed so Vuong and Jason can install SWAMO 1.0 on the testbed.

3.
Pat Cappelaere is to send a picture that illustrates how the WCPS will operate in the Elastic Cloud Computing environment.
4.
Pat produced a Phase 1 and Phase 2 action plan for activities to integrate the Ames UAS Global Hawk and Ikhana vehicles sensor data handling into the HyspIRI IPM testbed.

5.
Justin Rice, a new co-op student working for Dan Mandl, has distributed a set of charts he produced that depict the system architecture of his current project which is “Intelligent Agents Running on the Elastic Cloud”.  Justin has asked for comments on the charts.

6.  Pat Cappelaere has been experimenting with various image processing packages to find an open source package that could replace ENVI/IDL to process our EO-1 data and later other satellite data.  He has been experimenting with Geospatial Data Abstraction Libraries (GDAL), Image Magci and Free Image.  The idea is to find an open source package that will be fast enoughto process satellite imagery data into data products that are useful on the ground.

7.  Vuong Ly has been experimenting with the Elastic Compute Cloud provided by Robert Grossman, Director of the Laboratory of Advanced Computing (LAC) at University of Illinois at Chicago. He began experimenting with porting Advanced Land Imager L1R and L1G on the cloud and successfully completed the first port on approximately July 3.  The vision is to enable multiple data processing procedures to operate in parallel on the cloud and thus be able to handle surges of requests via the elastic capacity of the cloud.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Due to the imminent power-off of UPS-6, we moved some operational strings to auto-switching power supply units

· On July 21 the power was turned off for UPS-6, the power supply for our operational machines

· This power-off would have brought down our systems, some of which we were not sure if they would come back on

· As a preventative measure we turned off some backup and trending systems on July 20 to stop the power-off from doing a hard power-down of the systems

· We switched the Backup T&C system (first backup) to be on the opposite UPS of the Primary T&C system

· The systems that are not backups/trending we decided to switch to auto-switching power supply units that would get power form both UPS-6 and UPS-14

· The unit would draw power from one source, and if that power were to stop they would switch to the second power supply

· This switch would provide a few preventative measures

· First, we were able to do a soft power-down of the systems in question, in hopes that they could all be brought back up

· Second, when they shut the power off to UPS-14 in the near future, we would not have to do a second power-down of the systems at that time

· Third, if the power were to ever go off for one of the UPS, the systems should continue to function on the other UPS

· On July 19 we switched the firewalls, switches, and primary T&C systems

· All switches seemed to go as planned with no problems detected

Mission Planning

· Due to the UPS-6 power off mentioned above, we put auto-switching power supply units on the Mission Planning legacy systems

· On July 20 we switched the Legacy Mission Planning systems to an auto-switching power supply unit

· These two systems are the ones that had the most probability of not coming back online

· The CMS system came up with no problems

· The MOPSS system came back on-line fine with the exception of one external drive

· This drive made high frequency sounds as it first came online, and is today making sounds that seem to be from a bearing failing

· We discovered the cause of the noise is the fan in the external drive

· Looking into what would need to be done to replace the fan

· Continuing testing of ASIST SCP to replace legacy CMS mission planning software

· Performing testing of text-based output summarizing loads in parallel with testing of hex command loads

Flight Dynamics
· Due to the UPS-6 power off mentioned above, we switched the Legacy Flight Dynamics (FD) system to UPS-14

· We decided to just switch this system to the other UPS because final testing of the new FD system is under way and progressing well (most functions being performed on the new FD system) and the Legacy system should be removed before the next UPS is brought down

· The Legacy FD system came up with only a minor problem

· A fan on one of the FD systems external drives stopped and did not come online with the power, it came back up 20-30 seconds later after it had fully spun down from the power off making a high frequency noise that stopped when the fan came up to speed

· Studying locations of WPS I & Q channel switching

· A couple passes in the last month have had their data switching between I & Q channels which is reminiscent of when a gear had a chip on a tooth in previous years

· Determining locations, azimuth and elevation of when the channel switching begins on each pass that was affected

· Preliminary results show this is occurring at around 90 and 270 degrees, at the edge of the masking for WPS

· Continued testing the tracking data files for WGS

· The solution found last week seems to have compensated for the 50 ms shift

· This solution made half to three-fourths of the data points fall in the correct orbit line

· Flight Dynamics Facility (FDF) confirmed that the data points mentioned above are coming in within specifications

· The other data points seem to be off by increments of 54 m/s

· FDF has confirmed these 54 m/s spikes

a. FDF has been reporting these spikes since early May

b. FDF also reported that at one point the spikes were in 27 m/s increments instead of 54 m/s

Trending
· Troubleshooting reported data corruption on hard disk(s)

· A new instance of data corruption occurred

· This data corruption occurred the first time the trending system was used after a complete system scan

· Still cannot conclusively say if the system scan is causing the corruption or finding the corruption

· Continued altitude study on average altitudes since leaving position in line with the Landsat 7 mission

· Data for September 7, 2008 to present has been graphed and analyzed

· Powered down the trending system due to UPS-6 power off mentioned above

System Administration
· Building 14 UPS 6 replacement continued

· Traced each power strip under the floor to ensure that it is connected to the correct power outlet.

· Found and corrected a few mislabeled power strips.

· Installed the four auto-switching PDUs in the MOC.

· Determined the PDUs would run fine on UPS 14 power but not UPS 6.

· The units perform quality checks on the power before accepting it for use. Even though we have equipment running on UPS 6 the PDU did not find its power to be “clean” enough.

· Hardware engineers reported that the sine wave coming from UPS 6 is very noisy. Hopefully this will be corrected with the UPS 6 replacement.

· Powered down and migrated critical equipment (routers, switches, firewalls, backup server, primary ASIST computer, legacy mission planning computers, etc.) from the normal power strips to the new auto-switching PDUs.

· Temporarily moved some additional equipment from UPS 6 to UPS 14 until the new UPS is installed.

· The legacy mission planning computer was powered down to move it to one of the new auto-switching PDUs. After powering it back up one of its external hard drives became noisy. It was determined the fan on the external hard drive enclosure is making the noise.

· The hard drive continues to function at this time.

· Currently evaluating our options moving forward.

· Created full TAR backups of the legacy mission planning and flight dynamics computers prior to powering them down for UPS 6 replacement. Also performed a database export on the main mission planning system.

· Continued working on the new Linux FEDS computers.

· IONet security scanning completed (no high or medium vulnerabilities found).

· Received approval to connect the computers to the network.

· Verified backup scripts and central logging configurations.

· Installed PatchLink.

· Configured the logwatch utility to email a daily log summary.

· Removed the old backup server from the network since we have been operating on the new server for months.

· All backups remaining on the old server were moved to the new server.

· Continued configuring sudo on EO-1 Linux systems to allow use of IronKeys by non-privileged user accounts.

· This process has now been completed on all of the computers that are used regularly by the FOT (including all ASIST computers).

· IronKey use will be configured on additional computers at the FOT’s request.

· Installed Windows patches for July on all EO-1 computers (CNE and IONet).

GROUND AND SPACE NETWORK

Station Downtimes

· No change from last reporting
Operational Discrepancies
· SGS reported no signal received from EO-1 on July 17 at 14:34z pass.  Lost 4 images but possibly able to retrieve 2 images from HGS
· PF1 had a commercial power outage on July 18 and missed passes at 03:42z and 06:53z, but fortunately, for some unknown reason, no images were lost. 
UPCOMING EVENTS

· Next lunar calibrations will be at on July 26
· Next inclination maneuvers to be end of August
Imagery Status

Scenes and Engineering Cals planned for week of July 15-July 21, 2010      143
Total scenes and engineering calibrations planned for entire mission – approximately 54,863
Total Scenes:  ALI scenes in the Level 0 archive              50,329                (as of July 21, 2010)

                         Hyperion scenes in the Level 0 archive    50,079               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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