EO-1 Weekly Status Week of January 28 – February 3, 2010
Day of Year 028 - 034
Mission Day 3365 - 3371
Earth Observing-One (EO-1) General

Scheduled 127 Science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument calibration

· Conducted Hyperion solar calibration on February 1at 22:25z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on February 1 from 00:25z to 15:15z

· Conducted ALI outgassing on February 1 from 00:35z to 15:25z

· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on Saturday, January 30 during the 18:47z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) two orbits later which does not contain lamp calibrations

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
Dan Mandl and Stu Frye participated in a week long working meeting for the Namibia Flood/Disease Sensor Web in Namibia 25-29 January 2010.  During site visits for the first three days, the technical team surveyed areas in the northern region that were flooded in January 2009.  While there, the team met with local authorities concerning flood alerts and response.  Also, they examined river flow meters and compared historical meter readings of water spread extent with corresponding satellite observation.  It was observed that when the river channel was shallow and wide the two sets of data matched very well but when the channel was deep and narrow the satellite data did not detect the true measure of potential flooding.  For the last two days, the technical team met with regional and national representatives from Namibia and neighboring countries.  They were presented with results of the field trip and there was discussed possible ways to move forward to implement satellite based disaster management support needs.  A press release, concerning the meeting, was posted to the Namibia news portals by our Namibian collaborators in the Department of Hydrology.
Stu Frye participate in a working meeting in Pretoria, South Africa 1-4 February 2010 with the South African Government Department of Science and Technology, the Council on Scientific and Industrial Research, and the Meraka Institute to coordinate calibration and validation activities for their remote sensing satellite program.  
A NASA Earth Observing Missions Applications Workshop was held in Colorado Springs, CO on February 1-3.  Of particular interest, there were breakout discussions on potential use of Sensorwebs, Onboard Processing, Automated Workflows, Automated Tasking, Spacecraft Autonomy, and Direct Broadcast to increase the benefits of NASA assets for application users.  Steve Chien (JPL) chaired and Petya Campbell (GSFC/EO-1) co-chaired the breakout session on Sensorwebs, Onboard Processing, Space Autonomy, Automated Tasking and Automated Workflows.  The working group in this session identified a number of areas of improvement to enable greater use of NASA data for applications.  
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Completed test engineering contacts to support effort to certify angle measurements obtained by selected USN stations

· Completed upload of new CASPER code, officially named r5.0.1, which corrects leap second issue, maps around most problematic bit in WARP working memory, and decreases size of instrument temperature logs

· Developing process and timeline for implementation of new code onboard spacecraft

· Planning to implement new code onboard spacecraft on February 23

· Awaiting to hear from stakeholders if any conflicts in schedule

· Updated configuration management plan and Mission Operations Change Request (MOCR) form

· Inventorying open MOCRs to officially close any that are complete

Mission Planning

· Completed building loads for USN angle certification effort

· Implemented changes to modified lunar calibration sequence

· Updated sequence to lower power consumption levels, making sequence safer for spacecraft

· Designed new sequence to remove ALI and HSI lamp calibrations

· Left in place the WARP record mode that is normally used to capture instrument data

· Utilized the record mode to capture housekeeping data to enable power analysis of time in question

· Analyzing power data to quantify actual effects

· Planning to remove WARP record mode altogether for the lamp calibrations once adequate data is collected

· Determining timing of the inclination maneuver burn originally scheduled for February 9 at 12:18z

· Examined available TDRSS and NEN times and determined available coverage is insufficient

· Parsing through output of TDRSS in-view files and TUT files to determine when sufficient coverage exists

Flight Dynamics
· Discovered anomaly in PF1 tracking data, starting January 19

· Continuing to collaborate with ground station and FDF personnel to troubleshoot problem

· Received notice that configuration changes were made to system

· Observed no improvements in data during past week despite troubleshooting 

Trending

· Benchmarked ITPS trending computer

System Administration
· Supported C&A Audit

· Worked on Open IONet network

· Disabled Protocol 1 support for SSH on the legacy mission planning computer

· Requested rescan of the Open IONet computers to verify that the changes that were made did address the vulnerabilities. Awaiting a scan time/date

· Supplied scanning team with information on a computer that was not in the last scan report so that it would be scanned this time

· Received notice from FOT member reporting that the SNAS (Space Network Access System) certificate had expired.

· Generated a new certificate from the SNAS website

· Replaced the expired certificate with the new one on both of the new flight dynamics computers

· Verified that the other two FOT members’ certificates were still valid

· Completed the implementation of the CIS Benchmark settings on the ITPS trending computer

· Benchmarked this computer previously, but the settings were lost when the computer was rebuilt a few months ago

· Cleared space on the /var partition of the legacy mission planning computer

· Investigating ways to free up even more space

· Troubleshooting log messages that are created when the computer attempts to send mail to an EO-1 computer that is no longer active

· Each failed message generates files in the mail queue directory and writes entries to a log file. Stopping these messages would help reduce the amount of data on this partition

· Worked with FOT to create a list of software that is installed and running on operational computers

GROUND AND SPACE NETWORK

Station Downtimes

· Observed no station down times
Operational Discrepancies
· Continued anomaly in PF1 tracking data, starting January 19

· Removing PF1 tracking data manually from flight dynamics processing

· Lost 2 images due to helicopter-induced RFI during SGS pass on January 29 at 10:28z
UPCOMING EVENTS

· Conduct 750-second inclination maneuvers during week of February 8 to maintain descending node Mean Local Time (MLT) very close to 10:00 am

· Institute ASE software update onboard spacecraft to correct for leap second issue, single bit error issue, and temperature log size issue in ASE software that is scheduled for no earlier than February 23
Imagery Status

Scenes and Engineering Cals planned for week of January 28 – February 3, 2010             127
Total scenes and engineering calibrations planned for entire mission – approximately 51,213
Total Scenes:  ALI scenes in the Level 0 archive              46,829             (as of February 3, 2010)

                         Hyperion scenes in the Level 0 archive    46,582             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases


Page 1 of 4

