EO-1 Weekly Status Week of January 21 – January 27, 2010
Day of Year 021 - 027
Mission Day 3358 - 3364
Earth Observing-One (EO-1) General

Scheduled 133 Science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted ALI internal calibration (Type II) on January 25 at 00:00z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, January 21, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Vuong Ly, Rob Sohlberg, Pat Cappelaere, Troy Ames, and Joe Young.

Notes from this teleconference, which focused primarily on the HyspIRI IPM testbed, are as follows:

1.  The agenda for the NASA Earth Observing Missions Applications Workshop in Colorado Springs, CO on February 1-3 was discussed and who in particular might attend.  The agenda subjects of direct broadcast, onboard processing, and sensorwebs are of pertinent interest.  Steve Chien will be participating as a panel member for the session on direct broadcast and will co-chair the session on sensorwebs.
2.  Dan Mandl led a discussion of the near-term tasks contained in his updated list of HyspIRI IPM tasks as of 01/21/2010.  In particular, the most critical tasks are associated with supporting a demonstration of the IPM in March.
On January 27 Bogdan Oaida, who is the JPL HyspIRI Systems Engineer, conducted another of an ongoing series of Webex teleconferences with GSFC team members where the status of the HyspIRI IPM testbed and coordination of associated activities between JPL and GSFC were discussed.  

Participants:  Bogdan Oaida, Carl Bruce, Jerry Hengemihle, Patrick Coronado, and Joe Young.

Highlights of the teleconference are as follows:  

1.  Bogdan Oaida reviewed the status of near-term Action Items contained in the list he transmitted.
2.  For AI 2, there was reviewed a HyspIRI IPM Functional Block Diagram recently generated by Jerry Hengemihle.  The group agreed that the diagram basically satisfies the AI but with the understanding that the interfaces between the Data Processing unit and the spacecraft C&DH and Direct Broadcast unit are TBD.  In addition, it was agreed that the input hyperspectral data rate should be approximately 200 Mbps.
3.  It was agreed that AI 4, for High Level Schedule of IPM Deliverables, has been satisfied.
4.  There is the need to satisfy AI 9 for delivery of the IPM Mass Equipment List including the Direct Broadcast unit.

5.  For AI 12, there is the need to generate a ROM life-cycle cost for the IPM including the DB unit.

6.  For AI 15, it was agreed that the Direct Broadcast data rate is to be 20 Mbps

7.  There is to be a Team X planning meeting on 22 February and the Team X meeting 22-25 March.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Continuing test engineering contacts to support effort to certify angle measurements obtained by selected USN stations

· Increasing frequency of supports to approximately 2 – 3 contacts per day

· Ending EO-1 participation in effort on January 29 to concentrate on mission-specific activities

· Began upload of new CASPER code, officially named r5.0.1, which corrects leap second issue, maps around most problematic bit in WARP working memory, and decreases size of instrument temperature logs

· Estimate uplink of new code will complete on January 27

· Developing process and timeline for implementation of new code onboard spacecraft

· Planning to implement new code onboard spacecraft after the upcoming inclination maneuvers, which would schedule implementation to occur no earlier than February 15

Mission Planning

· Continuing to build loads for USN angle certification effort

· Constructing loads to only turn on transmitter

· Understand supports to be downlink only

· Implementing changes to modified lunar calibration sequence

· Objective is to update sequence so as to reduce power consumption levels, making the sequence safer for spacecraft

· Designed new sequence to remove ALI and HSI lamp calibrations

· Leaving in place WARP record that is normally used to capture instrument data

· Planning to utilize record to capture housekeeping data to enable power analysis of time in question

· Temporarily suspending development of new mission planning tools during current decreased FOT staffing level

Flight Dynamics
· Temporarily suspending development of new flight dynamics tools during current decreased FOT staffing level 

Trending

· Collaborated with developer of new script to deliver data from front end to ITPS regarding log file that is getting too large (> 200MB)

· Discovered bug in script which was unknown to developer

· Implemented short-term fix to ensure log files do not grow as quickly

System Administration
· Supported C&A audit

· Conducted work on Flight Software Lab Private Network

· Worked on Windows XP computer

· Created an image of the hard drive

· Installed Symantec Anti-Virus

· Installed Windows service pack 3

· Started installing other Windows patches

· Attempted to make an image of the test ASIST computer but the imaging software reported errors

· Need to research different methods of imaging/backups

· Supported security scan of the computers on the private network

· Told that a few high vulnerabilities were found on the Windows NT computers

· Plan to research the findings in more detail when a copy of the results is received

· Started addressing vulnerabilities found in the Open IONet scan

· Collaborated with the Data Processing Engineer to disable SSH protocol 1 support on one of the Front End computers

· Stop the avahi-daemon service on the backup server in order to close the UDP port 5353 (mDNS) vulnerability

· Plan to look through the scan results again to see if there are any more vulnerabilities that can be addressed (some are already covered by POAMs to upgrade/replace the systems)

· Working with scanning team and FOT to schedule a rescan of the Open IONet network

· Installed patches on the operational Windows computers

· Installed Adobe Reader 9.3

· Installed Windows XP patches

· Noticed that the ITPS FEDS_SERVICE script was producing very large log files

· Found that after reaching the timeout period (5 minutes of not receiving data from the Front End) the application would write 3 or 4 log entries per second stating that a timeout had occurred. 

· Found this to be problematic since EO-1 only gets data during passes, so it is normal for it to timeout

· Reported this bug to the SDO engineer that provided EO-1 with this script

· Told this should be addressed in the next release

· Implemented a work around that the SDO engineer suggested, that will chang the CNE/OpenIO setting from “No” to “Yes”

· Reduced the number of log messages from 3 every second to 5 every timeout period (5 minutes)

· Corrected a problem with the Outlook search capability on an FOT member’s CNE computer by forcing Outlook to re-index all of the emails

GROUND AND SPACE NETWORK

Station Downtimes

Observed no station down times
Operational Discrepancies
· Discovered anomaly in PF1 tracking data, starting January 19

· Reported issue to ground station

· Collaborated with ground station and FDF personnel to verify existence of problem

· Assisting ground station troubleshooting effort

· Received notice that configuration changes were made to system

· Observed improvement in tracking, but data is still anomalous

· Communicated continued problem to ground station

· Discovered incorrect year being sent in WGS tracking data, starting January 24

· Informed ground station of error

· Received notification that problem coincided with reboot of WGS system and that the issue was corrected on January 25
UPCOMING EVENTS

· Perform lunar calibrations

· Conduct all-instrument nominal lunar calibration on January 30 during the 18:47z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later which does not contain lamp calibrations
· Conduct 750-second inclination maneuvers on February 9 and 11to maintain descending node Mean Local Time (MLT) very close to 10:00 am

· Institute ASE software update onboard spacecraft to correct for leap second issue, single bit error issue, and temperature log size issue in ASE software, no earlier than February 15

Imagery Status

Scenes and Engineering Cals planned for week of January 21 – January 27, 2010             133
Total scenes and engineering calibrations planned for entire mission – approximately 51,086
Total Scenes:  ALI scenes in the Level 0 archive              46,709             (as of January 27, 2010)

                         Hyperion scenes in the Level 0 archive    46,461             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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