EO-1 Weekly Status Week of February 25 – March 3, 2010
Day of Year 056 - 062
Mission Day 3393 - 3399
Earth Observing One (EO-1) General.
Scheduled 109 science Data Collection Events (DCEs) past week
The Autonomous Sciencecraft Experiment (ASE), with an implemented new code (CASPER r5.0.1), resumed autonomous operations control of EO-1 on February 25.
Dan Mandl attended the 2010 Ground System Architecture Workshop (GSAW) meeting on March 1-4 in Manhattan Beach, CA.  He gave a presentation titled “OGC Standards to Enable SensorWebs for Disaster Management” at a session titled “Data Center Migration for Ground Systems: Geospatial Clouds”.

INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument calibration

· Conducted Hyperion solar calibration on March 3 18 at 11:54z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on March 2 from 00:00z to 14:50z

· Conducted ALI outgassing on March 2 from 00:10z to 15:00z

· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on March 1 during the 03:21z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) two orbits later which did not contain lamp calibrations

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, February 25, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Jerry Hengemihle, Vuong Ly, Rob Sohlberg, and Joe Young.

Notes from this teleconference are as follows:

1.  Discussed charts for ESTO AIST review on March 1.
2.  Vuong Ly provided updates to performance benchmark tests of SpaceCube operations on several hyperspectral algorithms for inclusion in the ESTO AIST yearly review and the HyspIRI Team X review.
On Monday, March 1, the 1st Annual ESTO Review of Dan Mandl’s AIST-08 task “Sensor Web 3G to Provide Cost-Effective Customized Data Products for Decadal Missions” was conducted.  The review was chaired by Steve Smith, Lead for ESTO/AIST.  The presentation given by Dan and several collaborators was well received.  Afterwards, Steve Smith asked that several changes/additions be included in the review Annual Report (e.g. use a recently developed tool to establish a Technology Readiness Level).  Dan Mandl is to prepare the Annual Report that is due by March 11.
On Monday, March 1, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Steve Ungar, Petya Campbell, Fred Huemmrich, Lawrence Ong, David Landis, Yen-Ben Cheng, Qingyuan Zhang, Dan Mandl, Stu Frye, Pat Cappelaere, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Betsy stated that she will prepare a journal paper on “EO-1 10 Year Perspective” that she will present at the ISPRS Annual Conference on April 26-30.  This paper will be showcased at the EO-1 10 year anniversary celebration in November.
2.  Steve Ungar described a recent CEOS oriented working group meeting in Brazil.  

3.  Pat Cappelaere discussed that he will submit a Notice of Intent (NOI) to the ROSES 2009 call for Remote Sensing Theory for Earth Sciences on performing atmospheric correction computation and spectral matching on-board.

4.  Betsy discussed that the MSO will submit two NOI’s to the same ROSES 2009 call, one by Petya Campbell and one by Qingyuan Zhang.
5.  Stu Frye discussed the activity to acquire an EO-1 scene of the earthquake region in Chile.
On Tuesday, March 2, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Fritz Policelli, Lenny Roytman, Guido van Langenhove, Serhiy Skakun, Joerg Szarzynski, Claudia Jobst, Joachim Post, Pat Cappelaere, Lisa Kane, and Joe Young.

Notes from this teleconference are as follows: 

1.  Joerg Szarzynski announced a UN-SPIDER Regional Workshop to occur in Addis Ababa, Ethiopia on May 25-28 that has a theme of “Space-based Solutions for Disaster Management and Emergency Response in Africa”.  Joerg urged members of the team to attend.
2.  Joerg was asked to determine if any NASA representatives, including anyone from SERVIR, are registered to attend the workshop.
3.  Dan Mandl described a near term effort to produce a website that will display Namibian hydrological parameters hydrographs (e.g. river levels and accumulated rainfall in catchments) and flood maps.
4.  Guido van Langenhove stated that the team should construct the website so that archive of historical flood maps/hydrographs could be overlayed.  It was agreed that maps should be made available in the three formats of KML, JPEG, and GeoTIFF.
5.  Joachim Post discussed preparation of Work Packages sections that will comprise a unified proposal to possible donors with emphasis on the sections to be submitted by DLR.
6.  Dan stated he would prepare a Work Package 3 on Flood SensorWeb that will include use of the Campaign Manager to task multiple assets.
7.  Joerg emphasized the need to submit Work Packages by end of week.
8.  Joerg discussed the UN-SPIDER Portal sample workspace that Claudia Jobst prepared to be used to display results of and/or links to the Namibia Flood/Disease SensorWeb activity.

9. Guido discussed the need to take the Work Packages proposal to the Namibian National Planning Commission as soon as possible.  There will be a Donor Conference in Namibia in June with the World Bank, USAID, and Southern African Development Community as the principal parties.  Guido emphasized the importance of presenting the prospective donors with proposals that have highly tangible results.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Implemented new code (CASPER r5.0.1) onboard spacecraft on February 24

· Uploaded CASPER goal at end of process, with ASE taking control of spacecraft at beginning of February 25

· Operating spacecraft using CASPER since implementation of new code

· Observed no operational errors to date

· Evaluating WARP single bit errors since new processor memory map instituted in new code

· Determined daily average of single bit event message to be on-par with baseline levels seen in r5.0.0

· Re-enabled WARP single-bit event messages temporarily to observe event messages during outgassing in order to read addresses found only during memory scrub cycle

· Observed no single-bit errors during this limited sample

· Planning to re-enable WARP single-bit event messages during periods corresponding to heavily WARP processor utilization (e.g., bandstripping) to determine if problematic bits appear in areas such as the CASPER heap

· Hoping to not encounter spikes in single-bit messages like those in r5.0.0 that necessitated the development of r5.0.1

· Examined latest modified lunar calibration to determine effects of removal of ALI and Hyperion lamp calibrations on final battery voltage at end of calibration

· Calculated net effect was to generate a saving of approximately 0.05 V

· Desire is to achieve final savings of at least 0.10 V

· Removed WARP record that captured housekeeping during time which would have contained lamp calibrations from modified lunar calibration performed on March 1
· Expect additional power savings since WARP is left on for over three minutes during this record

· Implemented updated notification system during lights-out operations, with FOT responsibilities rotating on weekly basis

· Updating contact list and contingency document to reflect changes in outside entities’ personnel and phone numbers  

Mission Planning

· Starting compilation of RTS files for ASIST SCP to match those currently in use on CMS for continued testing

· Meeting with database administrator to provide more hard disk space for oracle database on prime mission planning computer

· Generating updated backup of database before proceeding

· Received request from Space Network Access System (SNAS) developers to test new release of TDRSS scheduling software, with a deadline of Monday March 1 for missions to report status

· Test version was finally made available on Thursday, February 25, leaving only 3 work days to obtain, install, configure, and test SNAS software

· Received vague, incomplete, and incorrect instructions from multiple sources affiliated with SNAS, leading to the EO-1 FOT apparently still not having the correct version of SNAS installed, after 8 man-hours of FOT effort

· Ceased testing effort and will only continue when supplied with information that would always accompany any other software release (such as where to obtain software, what version to install, etc.)

· Informed SNAS developers of EO-1 FOT stance and that EO-1 will not accept SNAS release 3 go-live until these issues have been resolved and the EO-1 FOT has completed testing

Flight Dynamics
· Continuing troubleshooting of anomaly in PF1 tracking data, starting January 19

· Received notice of time biases in data—some reporting 0.053 s, others reporting 0.01s 

· Attempted to institute time biases into EO-1 orbit determination processes

· Failed to properly institute time bias

· Plan to attempt again in near future

· Removing PF1 tracking data from orbit determination process

· Received no notifications of any further troubleshooting or repairs from station
Trending
· Collaborating with support engineer to input historical data into ITPS database

System Administration
· Met with the IT security team to discuss EO-1’s status for the upcoming C&A audit

· Supported ASPEN installation at GSFC

· Continued CIS Benchmark process for the ASPEN compiler computer

· Attended training/demo session given by JPL developer on the current functionality of ASPEN for EO-1

· Scheduled a time for our DBA to work on the legacy mission planning computer to clear space on the partitions, perform maintenance on the database, etc.

· Discovered multiple error windows on the two Windows XP flight dynamics computers, with the errors referencing syntax and “Identifier too long” errors in C:\dagent.vbs

· Performed following research/troubleshooting steps:

· Performed online research, showing references to “dagent” being part of PatchLink

· Tested restarting PatchLink and forcing a “Detect Now” operation on one of the computers

· Observed error windows populating again on that machine only

· Restarted  PatchLink again and detect operations that machine

· Observed the errors again populated on that machine only

· Observed that during the detect process the dagent.vbs file that is referenced in the errors was present with it then disappearing after the detect process completed

· Sent an email to PatchLink support personnel

· Disabled PatchLink until a fix/workaround is provided for these computers

· Worked on Flight Software Lab private network

· Continued applying patches to the Windows XP development computer

· Noticed a clicking sound coming from the breadboard simulator’s power supplies

· Notified FSW Lab personnel, FOT lead, and mission management

· Was instructed to turn off the power supplies.

· Troubleshooting will be done by lab personnel to determine if a replacement is needed

· Installed multiple versions of the new SNAS 3 release on the backup Flight Dynamics computer to allow the FOT to take place in BETA testing of the software

· Troubleshot network problems

· Received notice from EO-1 Technology Engineer, that reported problems connecting to computers outside of the MOC

· Verified this network problem and reported it to Goddard Comm Control

· Observed that the GCC corrected the issues within the hour and received call to verify that our communication had been restored

· Excessed a computer and tape drive that were no longer needed operationally

· Submitted an account request for McAfee Endpoint Encryption via IDMax as instructed by security personnel—this account will be used for future Data At Rest deployments

GROUND AND SPACE NETWORK

Station Downtimes

· Canceled two MGS contacts during March 3 due to station becoming red at approximately 16:00z at request of Near Earth Network (NEN) scheduling group

· Received notification on March 3 that MGS is now green

Operational Discrepancies
· Continued anomaly in PF1 tracking data, starting January 19

· Removed PF1 tracking data manually from flight dynamics processing

UPCOMING EVENTS

· Anticipate migration to new SNAS release for TDRSS scheduling, with go-live date tentatively scheduled for March 9

Imagery Status

Scenes and Engineering Cals planned for week of February 25 – March 3, 2010      109
Total scenes and engineering calibrations planned for entire mission – approximately 51,777
Total Scenes:  ALI scenes in the Level 0 archive              47,350                (as of March 3, 2010)

                         Hyperion scenes in the Level 0 archive    47,102                
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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