EO-1 Weekly Status Week of February 18 – February 24, 2010
Day of Year 049 - 055
Mission Day 3386 - 3392
Earth Observing One (EO-1) General.
· Scheduled 150 science Data Collection Events (DCEs) past week
INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument calibration

· Conducted ALI internal calibration (Type II) on February 22 at 00:00z

· Conducted Hyperion solar calibration on February 18 at 03:39z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, February 18, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Vuong Ly, Rob Sohlberg, and Joe Young.

Notes from this teleconference are as follows:

1.  Discussed charts for ESTO AIST review on March 1.
On Tuesday, February 23, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Guido van Langenhove, Serhiy Skakun, Joerg Szarzynski, Joachim Post, Claudia Jobst, Florian Neisser, and Joe Young.

Notes from this teleconference are as follows: 

1.  A format of the Namibian proposal Work Packages (WP) was reviewed.  The format contained a listing of four WP.  The team decided to elevate a sub WP 3 element on disease to become a separate WP 5.
2.  The team also decided to initially focus on the three technical WP which are Flood Sensor Web (NASA lead), Hazard Monitoring and Mitigation System (DLR lead), and Water-Related Disease (NASA/NOAA/USRI lead).  The management aspect WP will be dealt with later.
3.  It was recommended that the Namibia Ministry take the overall lead in managing the proposal.
4.  Joerg Szarzynski volunteered to make available a workspace on the UN-SPIDER Portal to host all appropriate information related to the team’s Namibia SensorWeb project activity.
5.  Concern was expressed about the very slow access to the internet in Namibia and the need to factor that aspect into constructing a flood/disease website for use there.
6.  The team agreed that the scheme for generating the proposal must be such that it consists of individual small but integrated elements so that funding agencies can more likely support execution of the entire project by approving one or more elements at a time.
7.  It was agreed to have a teleconference on the following day, February 24, to discuss the creation of a website to host the Namibian river and catchment rain gauge data. 
On February 24, there was a Flood/Disease SensorWeb collaborators teleconference on the subject of creating a website to display the Namibian related accumulated rainfall and river gauge data.  

Participants:  Dan Mandl, Joerg Szarzynski, Serhiy Skakun, Claudia Jobst, Peter Stumpf, Frederik von Remont, and Joe Young.

Notes from this teleconference are as follows: 

1.  Dan Mandl stated that the following three steps are to be accomplished to create the desired website:
· Place to put seven river gauge data and accumulated rainfall satellite data for sub-catchment regions per 24 hrs.
· Create hydrograph plots of the river gauge and accumulated rainfall data.

· Place Guido Langenhove supplied shapefile on Google Map and/or KML overlay on Google Earth that shows catchments, drainage system, and river gauge locations.  Popup pins would be shown that could be clicked on to display rainfall and river gauge data hydrographs and associated numerical data tables.  
2.  Guido has posted river gauge data on FTP server in Namibia.
3.  Joerg Szarzynski volunteered the services of UN-SPIDER personnel to create an appropriate website to combine Guido’s river gauge data with NASa/GSFC accumulated rainfall data and produce hydrographs for the river gauge locations.

4.  Dan Mandl is to document in greater detail the essence of this teleconference
On February 24, Bogdan Oaida, who is the JPL HyspIRI Systems Engineer, conducted another of an ongoing series of Webex teleconferences with GSFC team members where the status of the HyspIRI IPM testbed and coordination of associated activities between JPL and GSFC were discussed.  

Participants:  Bogdan Oaida, Carl Bruce, Dan Mandl, Stu Frye, Steve Chien, Jerry Hengemihle, and Joe Young.

Highlights of the teleconference are as follows:  

1.  Bogdan Oaida displayed his current action item list and pointed out the actions he wanted to review.
2.  To satisfy an action, Dan Mandl showed a ROM life-cycle cost for the IPM/DB he produced.

3.  Dan is to produce an IPM/DB mass equipment list, a power budget, a low fidelity CAD model of the IPM, and an IPM Quad Chart to satisfy four actions prior to the next teleconference on March 10.
4.  There is an urgent need for Pat Coronado to close the action on Direct Broadcast X-band interference issues.
On February 24, there was a teleconference between the Canadian Space Agency (CSA), European Space Agency (ESA), NASA/GSFC, World Bank, and the Caribbean Disaster Emergency Management Agency.  The purpose was to align work activities being supplied by NASA, CSA, and ESA with ongoing activities funded by the World Bank in the Caribbean region.  Primarily, the focus was on linkages between satellite data and the Caribbean Risk Assessment Model.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· On February 24, the EO-1 FOT successfully installed the 5.0.1 version of the ASE (Autonomous Sciencecraft Experiment) software used onboard EO-1.  This version includes the following: a correction for recently uncovered leap second issues in science data collection, a workaround for a problem area in working memory, and an optimization for the generation of instrument temperature logs.  The spacecraft remained under the control of an ATS command load generated by the FOT until the end of February 24.  On February 25 at 00:00z, the spacecraft will return to ASE control.
Mission Planning

· Updating RTS files on SCP to match those currently in use on CMS for continued testing

· Planning a change to the next modified lunar calibration

· Planning to remove WARP record performed during the now-removed lamp calibrations

· Anticipate additional power saving on top of those obtained by removing lamp calibrations

Flight Dynamics
· Continuing troubleshooting of anomaly in PF1 tracking data, starting day 019

· Received notice of measured 10 mm/s bias in data 

· Reported higher observed biases (by about an order of magnitude)

· Collaborating with PF1 and FDF personnel to better characterize issue

· Observed no improvements in data during past week despite troubleshooting
Trending
· Observing and trending data from newly changed modified lunar calibration

· Compared data from modified lunar calibration to the last two to determine impact of removing the lamp calibrations on power consumption

· Observed battery voltage at end of modified lunar calibration to be approximately 0.05 V higher than when lamp calibrations were performed 
System Administration
· Supported C&A Audit

· Completed the EO-1 Subsystem Sizing spreadsheet with information about the computers on the Open IONet and Flight Software Lab private network and returned the spreadsheet to security

· Reviewed the updated EO-1 Contingency Plan document supplied by the security team

· Completed the CNE Machines Data Request spreadsheet and returned it to security

· Worked on ASPEN complier computer

· Notified by JPL developer about an issue when trying to run scripts via Matlab

· Researched problem and found that SELinux was still enabled and was blocking access to a necessary Matlab library

· Disabled the SELinux feature, allowing the developer to run the scripts without error

· Resumed the CIS Benchmarking process

· Updated CNE Computers

· Applied the latest FDCC settings to all CNE computers

· Received for all computers a 90% or better for the XP, IE7, and Windows Firewall settings

· Forced PatchLink to update its records with the new FDCC scores

· Received for, two computers, the message “No compliance results were found” where the FDCC scores would normally be shown (reported error to security)

· Applied the following patches/updates to all CNE computers: Adobe Reader 9.3.1 update, Adobe Flash 10.0.45.2 (for IE7 and Firefox), Adobe AIR 1.5.3.9130, Java 6 update 18, and Firefox 3.6

· Windows updates

· Excessed the following unneeded equipment

· Excessed 4 computers

· Wiped clean the hard drives using NASA approved software

· Excessed 3 monitors

· Created backups for the primary ASIST computers, flight dynamics computers, mission planning computers, countdown clock, new data processing computers, and MOC CNE computer

GROUND AND SPACE NETWORK

Station Downtimes

· Observed no station down times
Operational Discrepancies
· Continued anomaly in PF1 tracking data that started January 19

· Removed PF1 tracking data manually from flight dynamics processing

UPCOMING EVENTS

· Start ASE r5.0.1 software commanding of spacecraft starting February 25

· Perform lunar calibrations, starting with a nominal lunar calibration on February 29 at the 03:21z umbra and then a modified calibration on February 29 at the 08:16z umbra
Imagery Status

Scenes and Engineering Cals planned for week of February 18 – February 24, 2010      150
Total scenes and engineering calibrations planned for entire mission – approximately 51,668
Total Scenes:  ALI scenes in the Level 0 archive              47,234                (as of February 24, 2010)

                         Hyperion scenes in the Level 0 archive    46,986                
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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