EO-1 Weekly Status Week of December 9–December 15, 2010
Day of Year 343 - 349
Mission Day 3681 - 3687
Earth Observing One (EO-1) - General
There were scheduled 116 science Data Collection Events (DCEs) the past week.  
There were about 175 attendees at the EO-1 10th anniversary celebration.  We will be putting pictures and videos from the event on the EO-1 website.  Here are a couple of the pictures taken by Public Affairs Office from the event:
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Figure 1.  Some attendees at the EO-1 10th Anniversary Celebration, from left to right:  Dale Schulz, former EO-1 Project Manager, Jay Pearlman, former EO-1 Hyperion Lead;  Bryant Cramer, former New Millenium/EO-1 Program Manager; and Marianne Cramer, wife of Bryant Cramer.
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Figure 2.  Some attendees of the EO-1 10th Anniversary Celebration.  From left to right, Jay Pearlman, former EO-1 Hyperion lead; Dan Mandl, present EO-1 Mission Manager;  Dale Schulz, former EO-1 Project Manager;Granville Paules, former NASA HQ Earth Science Chief Technologist and EO-1 Program Executive; Steve Ungar, former EO-1 Mission Scientist; Betsy Middleton, present EO-1 Mission Scientist; and Diane Wickland, NASA HQ.  
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type I internal calibration December 13 at 00:29z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, December 9, Stu Frye conducted a face-to-face meeting with Caribbean Disaster Pilot national partners, regional authorities, and international agencies in Montego Bay, Jamaica.  The purpose of the meeting was to plan for upcoming training sessions to be held with each national partner on satellite data usage and discuss Phase 2 of the Pilot project.
The proposed technical meeting to coordinate this spring’s demonstration of the Flood SensorWeb Early Warning System in Namibia will be held in Windhoek Jan 19–Feb 1 2011 with a site visit to Ongwediva in the Oshana region in the Northern part of the country to assess the Cuvelai area and have discussions with stake holders.  A followup technical meeting will be held in Windhoek.
On Thursday, December 9, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Jerry Hengemihle, and Joe Young.

Notes from this teleconference are as follows:

1. Rob Sohlberg stated that he needs the interface to the Web Coverage Processing Service (WCPS) from Pat Cappelaere so that he can start to test out the functionality for the WCPS.
2. Jerry Hengemihle stated all of the algorithms that were run on SpaceCube have been run on the Tilera processor.

Dan asked Jerry to investigate the capability of the Tilera processor to automatically do automatic load balancing on the Multicore architecture depending on the complexity of the algorithm being run. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 550-s inclination maneuver on December 14 at 14:20z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 59.3%, which agrees with historical trends

· EO-1 telemetry showed that the burn was nominal

· Testing additional Norway (Svalbard) ground systems to replace SG-1 until it is green

· SG1/SG22 Hybrid is now certified for S-band supports

· Testing SG1/SG22 hybrid for S/X Band

· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· Test automated S- and X-band pass on December 11 at 20:59z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test automated S- and X-band pass on December 12 at 13:28z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Test automated S- and X-band pass on December 13 at 10:50z

· Automation set up correctly

· S-band data was received

· X-band data was received

· Automated dump commands were sent

· Planning to set future X-band engineering tests in the upcoming week

· Post evaluation of Delay Tolerant Networking (DTN) experiment

· Results for the DTN tests

· Successfully issued the Start ION command sent to EO-1 and the onboard ION flight segment started

· Successfully sent and processed a DTN contact sent to the onboard ION flight segment from the MOC ION-IGSE node

· Successfully up-linked a file/DTN bundle to the onboard ION flight segment from the MOC ION-IGSE node

· Successfully down-linked a file/DTN bundle to the MOC ION-IGSE node from the onboard ION flight segment

· A small issue occurred where there had been a setting made on the FEDS back in 2001 that limited only SFID 10 (the one that ION-IGSE happened to be using for the test) to a queue depth of 1

· This queue depth of 1 resulted in about 16-20% of the packets sent by the onboard ION flight segment to be received by the MOC ION-IGSE node

· Through the limited data received, the MOC ION-IGSE node was able to successfully receive a full packet and send the appropriate LTP acknowledgements on the forward link to the onboard ION flight segment

· Attempted to retrieve SC event data sent to the MOC ION-IGSE node from the onboard flight segment

· This command was received at LOS of the final test and this event was therefore unable to be confirmed as a success or failure

· Subsequent pass showed that the ION flight segment did attempt to transmit data after LOS

· ASE commanding and images resumed at the previous scheduled time on December 9 at 00:00z

Mission Planning

· Created the ATS load to be used on December 14 maneuver

· MOPSS planning for the maneuver successfully created and sent to CMS

· CMS successfully created the ATS load and it was uploaded to the spacecraft

· On December 15, the Bullseye hard drive failed that contained the MOPSS database and MP/FD data

· This occurred after the December 14 maneuver was completed but before the December 16 maneuver was started

· We have spare hard drives and our SA is working with help from other SAs to restore the hard drive

· It appears that the hard drive will have to be reverted to the backup created last week, losing any data between the backup and December 15

· Data loss should not impact mission planning

· The data from after the backup was created can either be re-ingested or is of a day that the backup load has already been created and will not need to be remade

· If the hard drive is not restored in time to make the primary maneuver ATS load then the maneuver will be pushed back to a later date

· Planning to create and ATS load for the December 16 maneuver

· Replacing SG-1 with SG-2 and the SG1/SG22 hybrid for daily operations until SG-1 is green

· SG1/SG22 hybrid is using SGS as its nomenclature, which is processing correctly

· Continued testing of ASPEN to replace the legacy MOPSS mission planning software

· Creating a script that will ingest the SEO file that contains the S- and X-band confirmed contacts, create backup S-band only passes, create nominal S- and X-band passes, and create the daily file needed in X-band data processing

· Running ASPEN in conjunction with some normal daily backups from MOPSS

· Found only the expected differences

· Continued functional testing of ASIST SCP to replace legacy CMS mission planning software

· Testing put on hold until after MOPSS hard drive issue is resolved

Flight Dynamics
· Performed flight dynamics planning activities for EO-1 inclination maneuvers

· Planned and created 550 second inclination maneuver that was performed on December 14

· Performed post burn activities to determine the thrust scale factor of the maneuver

· Planned and created 550 second inclination maneuver that will be performed on December 16

· If the maneuver is pushed back due to Bullseye hard drive not being ready in time, this maneuver will be recreated on the new date

· Creating a scenario for expected end of fuel that will push our MLT later past 10:00 to check if that will give additional time before the fall of MLT to beyond 9:45 and extend imaging time

· Problem with WGS tracking data discovered

· The problem is with the file sent by the newer computer to Statler2 causing the processing of WGS data to hang

· The data sent to Bullseye is continuing normally and processing correctly

· Using Bullseye tracking data files for WGS until problem is fixed

· WGS looking into the tracking data problems

· Problems seen with WGS X-band data at low elevations

· Looking into the occasional scattering of X-band data at WGS

· Most cases seem to be confined to WGS passes between 1300z and 1400z

· Analyzing the X-band data from WGS from various elevations and times 

· Determining if the minimum elevation needs to be increased for WGS X-bands 

Trending
No change from previous week.
System Administration
· Our SA is currently addressing the failed hard drive on Bullseye and is unable to deliver his weekly at this time

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· None
UPCOMING EVENTS

· Next inclination maneuvers to be in beginning of February and will be approximately 600 sec in duration
· Pushed back a week from previous plan of December 7 & 9 

· Next lunar calibration will be December 21 and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of December 9-December 15, 2010     116
Total scenes and engineering calibrations planned for entire mission – approximately 57,486
Total Scenes:  ALI scenes in the Level 0 archive              52,836                (as of December 15, 2010)

                         Hyperion scenes in the Level 0 archive    52,583               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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