EO-1 Weekly Status Week of December 2–December 8, 2010
Day of Year 336 - 342
Mission Day 3674 - 3680
Earth Observing One (EO-1) - General
Scheduled 54 science Data Collection Events (DCEs) the past week.  The reduction in DCEs for this week was due to cessation of imaging operations for approximately three days during conduct of the DTN test support as reported below.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument decontamination cycles

· Conducted Hyperion deicing from December 6 at 17:00z to December 7 at 07:50z

· Conducted ALI outgassing from December 6 at 17:10z to December 7 at 08:00z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, December 2, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Justin Rice, Vuong Ly, Rob Sohlberg, and Joe Young.

Notes from this teleconference are as follows:

1. Justin Rice gave the following summary of his activity using the University of Illinois at Chicago Open Cloud Consortium Matsu Project open source system to process large amounts of image data.
· Goals

· Observe communication bandwidth under actual (more realistic) computational scenario. 
 
· Benchmark Performance

· Achievements to date

· Conducted and recorded results from preliminary data movement study. This used to gain insight as to the cloud's actual communication bandwidth. 
· Automated process of deploying Virtual Machines (VMs) 
· Created a small demo involving 1 Manager and 2 Workers
· Manager sends start to 2 VM workers (Manually start an automatic VM deployment script)
· Workers boot and signal to Manager when ready to receive tasks (AUTOMATIC)
· Managers send tasks when it receives signal (MANUAL)
· Workers queue tasks, process them in a FIFO fashion, and send results to stored cluster storage (AUTOMATIC)  
· In this demo, Octave* scripts serve as tasks. However, for example, we can easily modify Worker VMs to accept SWAMO tasks as requests.   *opensource Matlab alternative
· Highlight

· Once started, worker VMs operate independently, in parallel, and AUTOMATICALLY.  This can easily be extended to more worker VMs.
· Limitations 

· Task assignment from the Manager VM is done MANUALLY.  We need to automate Manager and incorporate intelligence to monitor each worker’s load, whereby it can spread load if there is an uneven distribution or it can boot additional workers if all current workers are overloaded (bursty traffic scenario).

Current Status Diagram 
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Overall Tentative Workflow Walk-Thru (Diagram Below)

· Web Applications accepts requests from end user. 

· Requests are sent to VM Manager via GMSEC. 

· Manager starts, monitors, and delegates requests to Workers. 

· Workers start SWAMO, process requests, and store results in cluster storage. 

· GMSEC sends "results processed" notification to end user via web application. 

· End user gets results from shared storage via FTP.   
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2. Vuong Ly summarized his activities as follows:
· Completed the Tilera setup in the Flight Software Lab.  One workstation is setup to host the Tilera board and the Multicore Development Environment software.  Another workstation contains the Intel dual 10GbE card to be used later to stream data in realtime to the Tilera board at speed up to 10Gbps.  

· Completed the initial performance benchmarking of the science algorithms (flood, cloud, ndvi, etc.) on the Tilera Tile64 processor.

· Completed the EO1 ALI and Hyperion L1R, L1G, and atmospheric correction data processing on the Matsu cloud.  Will need to talk to Larry Alexander to add the Matsu cloud to his Level-0 upload script.

· Will start working with Justin Rice to get SWAMO running on the Matsu cloud.

3. Rob Sohlberg stated that we need to make the discussed WCPS workflow more user-friendly.  He also stated that he will study the development of other classifiers that could be implemented on WCPS.  
On Friday, December 3, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Ben Cheng, Qingyuan Zhang, Dan Mandl, Stu Frye, Joe Young, and Lisa Henderson.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. There was a discussion of the outcome of the EO-1 10 Year Anniversary Science Symposium and Celebration events with a unanimous conclusion that the events were very successful.
2. There was a discussion on the plan to have an EO-1 special issue published by IEEE in their JSTARS publication.  It would contain about 20 papers, have Betsy Middleton as the editor and be published early2012.
3. There was a discussion about the desire to have an EO-1 special session at a TBD conference in 2011.

4. Betsy Middleton asked that the EO-1 tasking schedule for CY 2011 be established ASAP that takes seasonal variations into account.
5. Betsy requested that photos taken by the Goddard PAO be edited.

6. The next meeting will be 1st week in January 2011.

Stu Frye made presentations in Montego Bay, Jamaica on the Caribbean Satellite Disaster Pilot on December 6 at a Comprehensive Disaster Management Conference.  He also met with representatives from each of the five national partners (Jamaica, Grenada, British Virgin Islands, Saint Lucia, and Barbados) in addition to regional authorities and interactive collaborators.  

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Testing additional Svalbard ground systems to replace SG-1 until it is green

· SG1/SG22 Hybrid is now certified for S-band supports

· Testing SG1/SG22 hybrid for S/X-band
· This station is using the SG1 back end computer system hooked up to the SG22 antenna

· Setting up additional X-band passes to continue SG1/SG22 X-band certification

· December 11 at 20:59z-21:09z

· December 12 at 13:28z-13:40z

· December 13 at 10:50z-11:03z 

· December 14 at 11:28z-11:41z

· Conducted 12 TDRS passes to cover gaps in data and for DTN test support

· 7 out of 12 TDRS contacts scheduled for Blind Acquisition:

· December 4 at 21:37z-21:58z on 171

· Goals Uploaded for December 5-6
· December 6 at 17:49z-18:30z on TDW

· December 6 at 21:23z-22:07z on 171

· December 6 at 22:57z-23:35z on TDW

· December 8 at 00:00z-00:17z on 171

· December 8 at 15:32z-15:47z on TDW

· December 8 at 17:25z-18:28z on 171

· All TDRS contacts for December 6-8 were for DTN test support

· All TDRS contacts conducted nominally

· Looking to add TDRS contacts next week to cover gaps in data coverage

· Performed Phase 1 of the Delay Tolerant Networking (DTN) experiment

· DTN database changes were made on December 3
· rdl changes were made to accommodate the new packets for the DTN

· commanding database was changed to add DTN commands

· First Attempt at Unzip of DTN version of FSW failed 

· Attempted to diagnose portions of code that caused the failure 

· Re-Uplinked several portions of the DTN code

· After re-uplink of these portions of DTN code, another unzip of the code was performed by manually running the commands used by RTS 227 which performs the unzip of those memory locations

· This unzip worked correctly and this location of memory was jumped to

· Reviewed with DTN and JPL personnel to verify that this jump was correct

· DTN test was continued as planned

· DTN test was extended to December 8
· Results for the tests were reviewed by DTN personnel as of December 8.  Even though only 5 of the 82 LTP segments were received at the MOC DTN node, Phase 1 was declared successful because the problem was traced to the real time queue depth setting on the FEDS and not with DTN software.
· Upon conclusion of the Phase 1 DTN test on December 8, FSW was cold-started and reverted to pre-test configuration, and normal operations begun at 00:00z on December 9.
· The Phase 1 DTN test was to demonstrate the transfer of data and files between the flight and ground nodes in both directions and to capture EO-1 housekeeping data and send it down.  Successful completion of Phases 2&3, to be performed early 2011, will permit DTN to be fully operational on EO-1.

Mission Planning

· Created the ATS load to be used on the TDRS passes on December 6-8
· Testing of ASPEN to replace the legacy MOPSS mission planning software put on hold until after DTN test
· Continued looking at changes that need to be made to accommodate testing of new stations

· Antarctica ground station

· TrollSat
· SG2 ground station

· Displayed as SKS in schedule file, works in Mission Planning

· SG1/SG22 hybrid ground station

· Remains SGS in the schedule file and for connections

· MGS eminent change to MG1 and there will be an addition of MG2

Flight Dynamics
· Target has been powered down and De-gauzed

· Looked into the possible TDRS times needed to fill in the coverage gaps in the schedule

· Scheduled 12 TDRS times to cover the extended gaps between passes

· Looking into adding TDRS supports next week to cover coverage gaps

· Changed inclination maneuvers to December 14 and 16

· Burn duration needs to be increase from 400s to 550s

· Burn duration for the next follow-on maneuvers will need to be increase from 550s to 600s

· Overall fuel use will remain consistent

· More fuel used on these two maneuvers

· One less maneuver needed later

· Created the scenario for expected end of fuel to create either an Ephemeris or TLE with the data from after the last burn to give to the science people at JPL to determine the effects of falling MLT on science

· Sent TLE and Ephemeris to JPL 

· Continued looking at changes that need to be made to accommodate testing of new ground stations

·  Antarctica ground station

· TrollSat

· MGS to MG1 and in addition of MG2

· SG2 ground station

· Using SGS as station S-band and X-band in-views

· SG1/SG22 hybrid station

· Using SGS as station S-band and X-band in-views

Trending
No change from previous week.
System Administration
· Retired the legacy Flight Dynamics computer.

· Performed a final full TAR backup of the computer.

· Powered off the computer and its external hard drives and tape drive.

· Removed all hard drives from the system and degaussed them to clear the contents.

· Updated the hostChecker script that checks system status so it no longer checks for the legacy mission planning system.

· Faxed the Software Transfer Agreement form to AGI. This form is needed for AGI to transfer the STK licenses from the legacy Flight Dynamics computer to the new backup FD computer.

· Computer imaging

· Created a procedure for the new imaging solution used on EO-1.

· Created images of the primary flight dynamics computer and one of the ASPEN mission planning computers.

· Assisted FOT and FSW developers with troubleshooting issues during the Delay Tolerant Network (DTN) testing/demo.

· Installed the new NOMAD certificates on all of EO-1’s CNE computers. These certificates will be necessary for email to continue working after the server certificates are installed.

· Updated video card driver on one of the ASPEN Mission Planning computers.

· Created a CD to archive the 2010 fourth quarter log files on the flight software lab’s test ASIST T&C computer.

· Created backups for the primary ASIST computers, new flight dynamics computers, ASPEN computers, countdown clock, new data processing computers, and MOC CNE computer.

· Created weekly tape.

· Created monthly tapes for November.

· Delivered October’s monthly tapes to the Mission Software Library.

GROUND AND SPACE NETWORK

Station Downtimes

· SG-1 has been declared red until further notice.
· MGS red for planned maintenance.
Operational Discrepancies
· None
UPCOMING EVENTS

· Next inclination maneuvers to be on December 14 & 16 and will be 550 sec in duration
· Pushed back a week from previous plan of December 7 & 9 

· Next lunar calibration will be end of December and only contain the nominal calibration

Imagery Status

Scenes and Engineering Cals planned for week of December 2-December 8, 2010      54
Total scenes and engineering calibrations planned for entire mission – approximately 57,370
Total Scenes:  ALI scenes in the Level 0 archive              52,725                (as of December 8, 2010)

                         Hyperion scenes in the Level 0 archive    52,473               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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