EO-1 Weekly Status Week of August 5–August 11, 2010
Day of Year 217 - 223
Mission Day 3555 - 3561
Earth Observing One (EO-1) - General
Scheduled 166 science Data Collection Events (DCEs) the past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI Type II calibration on August 9 at 00:00z
Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Thursday, August 5, there was an ESTO AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Vuong Ly, and Joe Young.

Notes from this teleconference are as follows:

1. There was a discussion on what would constitute the best use of the Elastic Cloud Computing facility at the University of Illinois at Chicago.  Use of this facility is being offered to us by Robert Grossman under his NSF grant to implement a cloud computing experiment.  He wants to demonstrate the utilization of cloud computing to deliver access to disaster data acquired from satellites.  The final conclusion was to utilize the facility to house all future EO-1 Level 0, Level 1R, and Level 1G data and implement WCPS algorithm processing on the cloud with OpenID access security.  

2. Vuong Ly stated that the facility will be used as a backup for storing all future  EO-1 data where it can be easily accessed by the WCPS.

3. Stu Frye stated that an analysis needs to be performed to determine the role of SWAMO on the cloud.

On Tuesday, August 10, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Fred Huemmrich, Steve Ungar, David Landis, Lawrence Ong, Nathan Pollack, Qingyuan Zhang, Dan Mandl, Stu Frye, Pat Cappelaere, Joshua Bronston, Bob Grossman, Justin Rice, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1. Nathan Pollack reviewed the current list of EO-1 taskings and data collection.

2. Betsy Middleton reviewed the recent IGARSS meeting highlights of interest including a discussion on the German (DLR) hyperspectral mission (EnMAP) approach to performing onboard atmospheric correction.
3. Steve Ungar reviewed the recent GEOS meeting highlights of interest.

4. Status of implementing the FLASH atmospheric correction code was reviewed.  David Landis will convene the ad hoc team that Betsy had formed to deal with the issue of how to harmonize the activities to produce ground computation and onboard computation versions of FLASH.

5. Dan Mandl, together with Joshua Bronston who joined by telephone, presented slides on a Geospatial Imaging Program being developed at the Navajo Technical College in New Mexico that will make use of EO-1 Hyperion data.
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Josha Bronston and associate at the Foutz Mine No. 2 – Near Church Rock, NM
Status: Reclaimed.  The idea would be to track toxic mine trailings.  An example done with Landsat is shown in the figure below in which vegetation stress detected via moisture stress index serves as a proxy for detecting the toxic mine trailings.
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6. Dan Mandl showed slides that he plans to present at the HyspIRI Science Workshop.  Comments were made that resulted in need for changes and he is to make such changes to the slides.

7. Bob Grossman, from the Laboratory for Advanced Computing at the University of Illinois at Chicago, joined the meeting by telephone and discussed the laboratories’ elastic cloud computing capabilities.

8. Plans for the EO-1 10 years celebration were discussed in terms of the 2 ½ days of science presentation meetings on November 30 – December 2 and the general social celebration the evening of December 1.  Attendance will be by invitation only.  A representative from the GSFC Public Affairs Office participated in the planning discussion.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· No change from previous week.
Mission Planning

· No change from previous week.

Flight Dynamics
· No change from previous week.

Trending
· Researched recent GPS parity B hardware error message

· Other GPS hardware and checksums contain no errors

System Administration
· Continued working with EO-1 Tech Engineer to configure the new data processing (DPS) computers.

· Corrected an error being received when attempting to log into the primary user account.

· Researching a workaround to allow non-root users to use the SCSI tape drive.

· Continued reviewing EO-1 firewall rules.

· Researching which rules will need to be duplicated for the new front end (FEDS) and data processing (DPS) computers.

· Determining any places where the rules can be cleaned up.

· Remove any rules that are no longer necessary.

· Cleanup the output to the logfiles to make them easier to traverse.

· Creating an EO-1 application in NAMS.

· Worked with STRAW personnel to get the EO-1 application created in STRAW.

· This is a prerequisite for NAMS.

· Met with EO-1 Operations Manager to collect information needed for the NAMS application form.

· Next step is to send this information and a current EO-1 user list to the NAMS personnel.

· Addressed issues from the August CNE block list.

· Upgraded to Firefox 3.6.8 on all CNE computers.

· Currently working with the IONet security team to schedule a full scan of EO-1 systems. This is needed for the upcoming security audit.

· Sent a POAM status update to security.

· Met with EO-1 Mission Manager and FOT Lead to discuss the tasks to be performed for the next year.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· Lost 2 images on August 8 at WPS at 14:04z.  There is possible recovery of both from HGS.  Reason for loss is being investigated.
UPCOMING EVENTS

· Next lunar calibrations will be end of August
· Next inclination maneuvers to be end of August
Imagery Status

Scenes and Engineering Cals planned for week of August 5-August 11, 2010      166
Total scenes and engineering calibrations planned for entire mission – approximately 55,335
Total Scenes:  ALI scenes in the Level 0 archive              50,758                (as of August 11, 2010)

                         Hyperion scenes in the Level 0 archive    50,505               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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