EO-1 Weekly Status Week of August 26–September 1, 2010
Day of Year 238 - 244
Mission Day 3576 - 3582
Earth Observing One (EO-1) - General
Scheduled 133 science Data Collection Events (DCEs) the past week
· No images (54 DCEs) were taken from August 25 on 02:43z until August 28 at 02:50z due to unplanned cold restart of the WARP detailed below

· 79 science Data Collection Events (DCEs) were scheduled after the triggered cold restart of the WARP was resolved and science operations resumed

On August 28, EO-1 was back to normal operations running from the ASE on-board automation system.

INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on September 1 at 06:09z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on August 30 from 00:25z to 15:15z

· Conducted ALI outgassing on August 30 from 00:35z to 15:25z

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Dan Mandl, Betsy Middleton, Petya Campbell, Fred Huemmrich, Bob Knox and Steve Chien attended the HyspIRI Science Workshop in Pasadena, CA on Aug 24-26, 2010.  Dan Mandl presented “HyspIRI Low Latency Concept & Benchmarks”.  Fred Huemmrich presented “Using HyspIRI Derived parameters in Climate Related Models”.  Steve Chein presented “A Rapid Data Delivery Operations Concept for HyspIRI”.  Betsy Middleton presented, “A Summary of the May 2010 GSFC hosted Symposium on Ecosystem Products”.  Bob Knox presented “Orbit Dynamics, Overpass Times and Repeated Sensor Coverage: Implications for Seasonal Measurements and Change Detection”.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 after on-board automation was restored on August 28 at 02:50z. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Unplanned cold restart of the WARP stopped the ASE processes and on-board automation but the spacecraft remained in a nominal state of health

· EO-1 performed the inadvertent cold restart of the WARP at approximately 02:43z on August 25
· Two RTS load scheduled passes after the restart occurred showed the spacecraft to be in nominal state of health

· Cold restart of the WARP was due to a multi-bit error in the high memory of the WARP

· When the cold restart occurred, the WARP was reset to a baseline and no ASE functions could be performed, including the on-board automation from CASPER

· After performing a blind acquisition of EO-1 during a normally scheduled ground support, there was uploaded the previously prepared back-up ATS load that contained only passes

· EO-1 ran passes out of ATS loads until on-board automation was restored on August 28 on 02:50z

· Once the cause of the cold restart was established, the following actions were performed to get EO-1 back to pre-cold restart status:

· Re-enabled multi-bit error checking and single bit error messages

· Verified that no cold restart would occur due to previous multi-bit error

· Wrote the correct value into the memory location of the multi-bit error

· Performed a commanded cold restart of the WARP during a support to establish a baseline

· Uploaded the code that can unzip the newest ASE r5.0.1

· Unzipped and jumped to ASE r5.0.1

· Restarted the base processes of ASE, CASPER, HSI temperatures and science

· Verified that ASE was running and checksums were the pre-cold restart value

· Uploaded goal files to CASPER for August 28 (starting at 02:50z) and for August 29
· On August 28 at 02:50z EO-1 was back to running from ASE on-board automation

· CASPER successfully took an image, conducted a pass and performed engineering activities out of goals uploaded to it

· Planned and conducted 450-s inclination maneuver on August 31at 13:16z to maintain the spacecraft descending node Mean Local Time (MLT) at 10:00 am

· Determined after cold restart of the WARP had been resolved, FOT was able to plan and execute the maneuver as planned

· Observed average thruster duty cycle of 60.6%, which agrees with historical trends

· EO-1 telemetry showed that the burn went nominally

· Looking into the proposed Delay Tolerant Networking (DTN) experiment

· Verifying the ability to support the experiment and its impact on normal operations

Mission Planning

· Created primary ATS loads for August 26-28

· These ATS loads included only S-band supports (no images were being taken during this period)

· The August 25 backup ATS load was used as a primary load and contained S-band and X-band supports

· Performed mission planning activities for EO-1 inclination maneuvers

· Planned and created 450 second inclination maneuver that was performed on August 31 at 13:16z

· Planned and created 450 second inclination maneuver to be conducted on September 2 at 12:54z

Flight Dynamics
· Performed mission planning activities for EO-1 inclination maneuvers

· Planned and created 450 second inclination maneuver that was performed on August 31 at 13:16z

· Performed post burn activities to determine the thrust scale factor of the maneuver

· Planned and created 450 second inclination maneuver that will be performed on September 2 at 12:54z

Trending
· Studying the lunar calibration power data for modified and nominal calibrations

· Studying previous lunar calibrations power records

· Studying power results of August lunar calibrations

· Power levels dropped during modified lunar calibrations

· Power levels reached red low status on one mnemonic and are continuing to trend downwards and therefore the modified lunar calibrations will no longer be performed

System Administration
· C&A Audit

· Continued preparation for the audit.

· Adjusted the lockout settings for legacy systems. These computers were set to lockout after 15 minutes (were previously set for 30 minutes).

· Worked with Sys Admin group to go over possible questions and scenarios during the on-site auditor visit.

· Supported a portion of the audit.

· Supported question and answer portion of the site visit.

· Supported the in person computer security setting verification for some of the computers that the auditors wanted to see.

· The rest of the audit was postponed due to spacecraft issue and upcoming scheduled pass.

· Contacted IONet security team to request a rescan of the two systems in which attempts were made to correct high vulnerabilities that were found in the most recent scan for the audit.

· Rescan scheduled for September 1.

· Flight Software Lab private network:

· Created a CD to archive the 2010 third quarter log files on the test ASIST T&C computer.

· Manually set the system time on the systems to be close to the network time source.

· Updated CIS Benchmark spreadsheets

· Highlighted settings that will be implemented in the next round of benchmarking.

· Added more comments about some of the settings.

· Created full TAR backups of the legacy flight dynamics system and two legacy mission planning systems.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· Lost passes at PF1 on August 25 at 04:50z and WGS on August 25 at 14:59z due to cold restart disabling ASE on-board automation

UPCOMING EVENTS

· Next inclination maneuver to be on September 2
Imagery Status

Scenes and Engineering Cals planned for week of August 26-September 1, 2010      133
Total scenes and engineering calibrations planned for entire mission – approximately 55,772
Total Scenes:  ALI scenes in the Level 0 archive              51,139                (as of September 1, 2010)

                         Hyperion scenes in the Level 0 archive    50,887               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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