EO-1 Weekly Status Week of August 19–August 25, 2010
Day of Year 231 - 237
Mission Day 3569- 3575
Earth Observing One (EO-1) - General
Scheduled 157 science Data Collection Events (DCEs) the past week
EO-1 experienced a cold restart of the WARP at approximately 02:43z on August 25.  The cold restart was caused by a multi-bit error being detected by the WARP RAM memory.  This restart caused the onboard autonomous scheduling system to stop executing image and command activities.  Investigation is underway to determine status of the memory before starting the autonomous system.  Emergency command loads were built containing scheduled ground station contacts and they were uplinked during a blind acquisition at the Svalbard Ground Station at 15:30z.  Normal S-band communications have been restored.  Evidence from the NOAA Space Weather Center indicates the multi-bit errors memory upsets were potentially caused by solar induced extreme electron flux that was detected at the same time as the anomaly.
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted ALI internal calibration Type I on August 23 at 00:19z

· Performed lunar calibrations

· Conducted all-instrument nominal lunar calibration on August 25 during the 05:53z umbra.

· Performed new modified lunar calibration (ALI & Hyperion) three orbits later (August 25 at 10:49z) which does not contain lamp calibrations and moves post dark images to lamp calibration time slot, but kept data collection from the adjusted post dark image time slot

Command and Data Handling (C&DH)

EO-1 has continued to experience problems playing back engineering data from the Solid-State Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Steve Chien and Joshua Doubleday plan to meet with Dr. Chatchai Khunboa of the University of Khon Kaen, Veerachai Tanpipat of the Thailand Fire Control Office, and personnel from the Remote Sensing Department of the Asian Institute of Technology to discuss flood and drought monitoring in Thailand using both in-situ and space–based methods as well as visit the field site of study.  A meeting is planned to discuss integration of in-situ sensors already deployed to the Huay Sa Batt river basin in Northeastern Thailand.  This will enable both (a) more precise retasking of the Earth Observing Sensorweb assets and (b) enhanced computation of other derivative analysis products enabling a better understanding of flooding and hydrology in Thailand.  Also, they will discuss generation of additional flood and drought products beyond the currently planned products which are ALI surface water extent, MODIS surface water extent, and TRMM rainfall.  Further products might include commercial imaging (Worldview-2), radar imaging (Radarsat-2), and others as well as more detailed hydrological modeling.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week until occurrence of the WARP restart on August 25. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Rebuilding one T&C computer to act as fourth-string T&C workstation for real-time operations

· Fourth string T&C workstation has been verified and successfully conducted a pass as primary

· EO-1 performed a cold restart of the WARP at approximately 02:43z on August 25

· Conducted 2 passes after the restart occurred and telemetry is coming in normal

· Investigating further into the reason for the cold restart

Mission Planning

· No change from last week.
Flight Dynamics
· No change from last week.
Trending
· Troubleshooting reported data corruption on hard disk(s)

· Continued data playback and capture for 2003 data

· 95% of 2003 data is in ITPS

System Administration
· C&A Audit

· Worked with IONet security to have the private flight software lab computers scanned for the audit.

· High vulnerabilities were found on the two legacy Windows computers.

· These vulnerabilities do not have patches as the operating system is no longer supported.

· These vulnerabilities were submitted for waivers during the last scan.

· Attended the EOS audit in-brief meeting on 8/23/2010.

· EO-1’s portion of the audit is scheduled for 8/25/2010.

· This includes a table top discussion and investigation of systems by the auditors.

· Worked with FOT to change the delivery method between the two legacy mission planning computers.

· Edited source code for the mission planning software to use SCP instead of FTP.

· FTP was then disabled on the recipient system.

· This FTP version was the source of multiple high vulnerabilities. 

· Disabling the service should cause these vulnerabilities to be resolved during the next security scan.

· Attempted to fix the high vulnerability associated with the operational printer in the MOC.

· After logging into the printer the “snmp-config:0” command was issued.

· This was not in the list of commands but other System Admins have reportedly used it for this purpose.

· A rescan of the printer will be needed in order to see if the command worked or not.

· Disabled unused and/or unnecessary user accounts on the systems.

· Accounts had their passwords locked and shells removed.

· Received an email notification that the /home partition on one of the legacy mission planning computers was low on space.

· Since this is an older system its hard drives are small and therefore its partitions are not very big.

· The monitoring script was set to notify when the partition reached ~70% full. It had just barely crossed that threshold.

· Archived and then removed a few old installation files in that partition. This brought the partition usage down to 53%.

· Changes were made to EO-1 firewall rules.

· Removed rules associated with a MOC computer that is no longer used operationally and was removed from the network.

· Removed log rules associated with blocking outbound UDP traffic from one of the legacy mission planning computers.

· The rule that actually blocks the traffic is still in place and is working.

· This will clean up the firewall logs to make them more readable and should make it easier to identify issues.

GROUND AND SPACE NETWORK

Station Downtimes

· None
Operational Discrepancies
· Lost pass at PF2 on August 25 at 05:00z, possibility of 4 lost images

· Lost pass at PF2 on August 20 at 08:10z, possibility of 4 lost images
· Lost pass at PF1 on August 20 at 21:34z, possibility of 4 lost images
Lost passes were due mainly to loss of communication between ground stations and GSFC.  Problem is being investigated.
UPCOMING EVENTS

· Next inclination maneuvers to be on August 31 and September 2
Imagery Status

Scenes and Engineering Cals planned for week of August 19-August 25, 2010      157
Total scenes and engineering calibrations planned for entire mission – approximately 55,639
Total Scenes:  ALI scenes in the Level 0 archive              51, 054                (as of August 25, 2010)

                         Hyperion scenes in the Level 0 archive    50,802               
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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