EO-1 Weekly Status Week of April 8 – April 14, 2010
Day of Year 098 - 104
Mission Day 3435 - 3441
Earth Observing One (EO-1) General.
Scheduled 134 science Data Collection Events (DCEs) past week
INSTRUMENTS

All instruments operated nominally this week 
· Performed instrument calibration

· Conducted Hyperion solar calibration on April 14 at 01:09z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on April 12 from 00:25z to 15:15z

· Conducted ALI outgassing on April 12 from 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

On Tuesday, April13, there was a Namibia Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Lenny Roytman, Serhiy Skakun, and Joe Young.

Notes from this teleconference are as follows: 

1.  The entire telecon was devoted to discussing how to transform the rather complex three year multi-Work Package Namibia SensorWeb Pilot Proposal into a more simplified three phased proposal.  Each phase would break the total effort into smaller Work Package efforts that could more likely be funded one phase at a time.  Also, each of the three phases would produce a clearly identifiable and useful end product that is integrated across the Work Packages and logically supports the follow-on phase.
2.  The telecon participants also decided that an Executive Summary should be prepared that clearly outlines the overall approach, objectives and societal benefits of the effort.  This summary document and a Phase I proposal would be presented to the Namibia National Planning Commission initially and, with their concurrence, the two items would then be presented to a Donor’s Conference in June. 
On Tuesday, April 13, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Steve Ungar, Fred Huemmrich, Lawrence Ong, Nathan Pollack, David Landis, Larry Corp, Yen-Ben Cheng, Qingyuan Zhang, Dan Mandl, Stu Frye, Pat Cappelaere, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Petya Campbell and Pat Cappelaere discussed the status of Hyperion atmospheric correction calculation activity using the ATREM, FLAASH, and ACORN codes.
2.  Dan Mandl discussed the presentations on the Intelligent Payload Module that will be made at the upcoming GSFC HyspIRI Science Symposium on 4-5 May.
3.  Stu Frye stated that USGS processing of Hyperion Level 1R data is 90% complete from the present back to 2002.  It is expected that the processing will be 100% complete by early May.  The L1R Hyperion data are available on the Earth Explorer website now and will be put into the Global Visualization Viewer as soon as the software work can be performed.
4.  Dave Landis and Laurence Ong discussed how to obtain certain metadata (e.g., spacecraft Lat/Lon) that is not computed currently but is needed for atmospheric correction computation.  A method for adding the information to the Mission Science Office database, by pulling it out of the downlink telemetry, was identified.
5.  Dave Landis discussed a request he received to obtain concurrent, collocated Hyperion and ASTER images.  He was able to obtain very few nearly concurrent images but was able to obtain a sizeable number of collocated images that were acquired within a one week time span of each other
6.  Betsy Middleton discussed Rob Green’s request to generate a statement that justifies the HyspIRI mission as supporting climate change research.  As a result, Dar Roberts generated such a statement and Betsy produced a re-write of it.  
7.  The next MSO meeting will be on 27 April.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Planned and conducted 350-s inclination maneuver on April 13 at 14:31z to maintain spacecraft Mean Local Time (MLT) at the descending node at 10:00 am

· Observed average thruster duty cycle of 60.5%, which agree with historical trends

· Calculating effective thrust scale factor for use in planning next 350-s maneuver on April 15 

· Expect pair of maneuvers to maintain MLT for two months, with next burns tentatively scheduled for mid-June

· Developing constraints on imaging activities to avoid yellow high violations, particularly during warmest time of year 

· Completed compilation of WARP processor temps and image times for past two years

· Performed study of solar array data collected during solar array characterizations

· Collected data captured during past three years

· Needed ample time span since available data is only what was captured in real-time stream during GN supports

· Compiled drops in solar array current for each segment as segment is switched off during solar array characterization

· Observed minimal degradation, with each segment providing 2.0 +/- 0.03 A, matching nominal value reported in spacecraft user’s guide

· Rebuilding one T&C computer to act as fourth-string T&C workstation for real-time operations

· Migrated processes of support engineer from this T&C workstation to dedicated stand-alone computer

· Upgrading OS and T&C software to meet security standards and to follow standardization of MOC T&C computers

· Preparing for security scan so computer can be placed on network, allowing system testing

· Conducted tests of new voice communication system to replace old SCAMA units in MOC

· Failed to hear GNs clearly, but could communicate with Goddard voice operations

· Cooperating with administrators of new voice system to troubleshoot issue

Mission Planning

· Continuing testing of ASIST SCP to replace legacy CMS mission planning software

· Performing testing of text-based output summarizing loads in parallel with testing of hex command loads

· Discovered RTS that initially appeared different between that reported in CMS and that dumped by spacecraft

· Analyzed output and found text file in CMS archive that does indeed correctly summarize activity of RTS

· Found one command in RTS to be coded differently in CMS than onboard spacecraft

· Found difference does not affect ATS loads that contain this RTS—rather, ATS loads with this one command in stand-alone fashion would be affected

· Reserving the issue for this command for the next phase of testing, in which a wide sampling of stand-alone commands will be tested  

Flight Dynamics
· Designed 350-s inclination maneuver conducted on April 13
· Calculating effective thrust scale factor of maneuver on April 13 based on change in orbit observed in pre-maneuver and post-maneuver tracking data

Trending
· Troubleshooting reported data corruption on hard disk(s)

· Attempting to obtain software to diagnose which drive(s) of RAID configuration are experiencing problems

· Refined daily violation report format based on data observed from 2006 to present

· Plan to re-institute report once ITPS computer hard disk problem is resolved

System Administration
· Began upgrade process for the 4th string ASIST workstation (also used as the backup data processing workstation)

· Installed RedHat4

· Completed initial configuration

· Upgraded Kernel to more recent release

· Installed ASIST

· Configured RedHat4 settings needed by ASIST

· Populated the system with the most recent pages, scripts, etc.

· Implemented the security settings (login banners, services, etc) needed to pass a network scan

· Sent email to security team requesting a certification scan

· Performed software installs and upgrades (Firefox, SSH, ActivePerl, etc.)

· Received error messages on the ITPS trending computer stating the data corruption had occurred on the system

· Ran the CHKDSK utility with the /f option to search for and fix data problems.

· Found errors reportedly corrected by this process.

· Ran the CHKDSK utility with the /r option to search for and fix data and bad sectors on the hard drive

· Received no errors during this process.

· Suspect that one of the hard drives may be showing the signs of failure since similar errors were found and corrected a month ago

· Researching ways to test the individual components of the RAID to see if there is a hardware problem

· Installed and tested smartcards on all of EO-1’s CNE computers

· Configured central logging on the 3rd string ASIST computer

· Noticed that the legacy mission planning and flight dynamics computers are attempting to send mail messages to an old EO-1 system that is no longer in service 

· Began researching which scripts on each computer are responsible for sending these messages

· Plan to update the scripts with working mail addresses once the lists are complete 

GROUND AND SPACE NETWORK

Station Downtimes

None
Operational Discrepancies
· Received notification of 03:40 loss of real-time telemetry due to configuration errors of ENERTEC unit at PF2 support on April 11 starting at 18:39z 

UPCOMING EVENTS

· Perform a 350 sec inclination maneuver on April 15 at 12:30:32z to maintain the MLT at very close to 10:00am

Imagery Status

Scenes and Engineering Cals planned for week of April 8 – April 14, 2010      134
Total scenes and engineering calibrations planned for entire mission – approximately 52,698
Total Scenes:  ALI scenes in the Level 0 archive              48,230                (as of April 14, 2010)

                         Hyperion scenes in the Level 0 archive    47,982                
Publications and Presentations Status 

430 publications 

295 presentations

53 articles and press releases
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