EO-1 Weekly Status Week of September 10 – September 16, 2009

Day of Year 253 - 259
Mission Day 3225 - 3231
Earth Observing-One (EO-1) General

There were 176 Data Collection Events (DCEs) scheduled this week:

The USGS has posted on-line all archived EO-1 Hyperion data in Level 1G format and 190 Hyperion Level 1R scenes of CEOS cal/val sites.  In the near future, USGS will post on-line additional Hyperion Level 1R data for EOS and GEO cal/val sites.
On August 20, 2009, USGS issued a press release entitled “USGS Adds NASA’s EO-1 Satellite Imagery to Web-enabled Archive” announcing that USGS has expanded its free web-enabled archive of earth observation data by including satellite images from NASA’s EO-1 satellite.
The number of requests for disaster imaging by EO-1 has gone up.  Last week EO-1 imaged the following disasters:
1. Station wildfire in L.A. - for NASA HQ and Earth Observatory

2. Hurricane Jimena aftermath in Baja, Mexico - for Cathalac/SERVIR
3. Flooding in Dakar, Senegal - for the UN-SPIDER
4. Flooding in Ouagadougou, Burkina Faso - for the Red Cross

5. Earthquake site in Indonesia - for the CEOS/WGISS
6. Oil Slick off the coast of Timor - for the Earth Observatory
Also, a chart was constructed showing the continuous improvement for EO-1 operational efficiency:

	Time Range
	Total Scenes per week
	Total Disaster Requests
	Minimum Time to execute a target replacement
	Minimum time to deliver data after acquisition
	Cost per scene
	Comments

	Launch - 2004
	40-60
	One per quarter
	7-10 days
	10-21 days
	$7500
	No Automation

	2005-2007
	80-100
	One per month
	24 hours
	10-21 days
	$3500
	SGM/ASE r1

	Jan-Jun 2008
	100-130
	2-3 per month
	24 hours
	24 hours
	$1500
	EDOS/GEOBLIKI

	Jul-Dec 2008
	100-130
	One per week
	16 hours
	16 hours
	$750
	GEOBPMS/ASE r3

	Jan-Jun 2009
	130-160
	3 per week
	8 hours
	12 hours
	$500
	JAVA Client

	Jul-Sep 2009
	160-200
	5 per week
	5 hours
	8 hours
	$200
	ASE r5/OpenID


Note that over the years, the various integration of onboard software and sensorweb capabilities has resulted in more scenes per week, more disaster scene requests, less cost per scene since the capacity for total scenes was increased and shorter turnaround times to receive the scenes that were taken.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on September 15 at 05:58z

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on September 14 from 00:15z to 15:15z

· Conducted ALI outgassing on September 14 from 00:25z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, September 10 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Jason Stanley, Rob Sohlberg, Walt Truszkowski, and Joe Young.

Notes from this teleconference are as follows:

1.  There was a discussion on how use of SensorWeb technology differs from the traditional approach.
2.  There was a discussion on the need to develop scientific and economic value metrics for the AIST work such as the number of scientific paper citations and something similar to the World Bank disaster damage economic model.
3.  Pat Cappelaere suggested possible techniques for extracting value metrics directly from users via social networking approaches that would utilize the concept of virtual currency to quantify user value.
4.  An important component of the AIST 2008 work is the development of geolocated atmospheric corrected ground reflectance data that will be needed as input by several of the algorithms on-board that are targeted for implementing the Intelligent Payload Module (IPM) for HyspIRI.  Part of this work will include performing atmospheric correction on-board based on utilizing ground track AERONET instrument atmospheric aerosol data up-linked to HyspIRI in near-real time.
5.  Dan Mandl will send reporting templates to appropriate team members in preparation for the AIST 2005 Final Report and the AIST 2008 Interim Review.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Spacecraft state of health is currently nominal.

· Continued study of star-tracker performance

· Delivered report discussing findings of FOT, including observations of hot pixels and proton hits being visible in animation of star tracker data

· Delivered both data and report to pertinent development engineer at Lockheed Martin for further analysis

· Anticipate receiving information from Lockheed Martin engineer about how star tracker settings, if any, can be modified to improve performance

· Recovered from problem with primary front end computer in EO-1 MOC

· Received paged notices that MOC was not seeing connections from ground stations

· Started troubleshooting after second paged notice was received

· MOC was staffed once off-site examination of reports and emails to ground stations indicated no problems with ground stations

· Observed front-end computer had reached maximum number of processes

· Front-end computer failed to restart initially

· Contacted engineer who supports front end computer and he successfully restarted the computer
· The computer restart resulted in recovery from the loss of connection with ground stations
· Failed to receive telemetry in MOC during the loss of connection on September 15 between 05:45z - 12:00z 
· Experienced no loss in imaging since X-band data still delivered and no goal files or sensor web files were due to be uplinked during this connection loss window

· Collaborating with front end computer support engineer to determine root cause

· Standardizing configuration of file used to define telemetry flow between front end and T&C computers

· Discovered error in configuration of distribution file used for routing of data from front end to real-time computers

· Examined file used by each computer and found other sub-optimal configurations

· Identified configuration to be used by each computer for each front end in MOC

· Scheduling tests of new distribution files

· Continued rebuild of T&C computer that will serve as standalone processing station for front-end support engineer

· Discovered error in operation of tool used by FOT to facilitate modifying real-time automation schedule

· Troubleshooting issue, which is not present in prime and backup T&C computers but is present on two other T&C computers
Mission Planning

· Scheduled support on September 12 with White Sands ground antenna to assist troubleshooting being performed regarding tracking data generated by ground station

· Placing passes in schedule such that events will not conflict with other activities

· Building loads to enable S-band transmitter while over location, enabling two-way Doppler data

· Receive no telemetry from passes by design

· Anticipate scheduling additional passes next week 

· Continuing effort to migrate command load generation from legacy hardware to new version of ASIST

· Conducted meeting with project management and JPL personnel concerning scope and timeline of ASPEN installation in EO-1 MOC

· Re-scoped project to only include functionality that would allows ASPEN to replace MOPSS in EO-1 MOC

· Planning to substitute MOPSS with ASPEN to generate files that in turn can be used to generate ATS command loads for spacecraft

· Allowing introduction of other functionalities in future in deemed appropriate

· Received notification that delivery of MOC version of ASPEN software estimated to be January 2010, after necessary modification made

Flight Dynamics
· Determined timing and duration of next inclination maneuvers to maintain EO-1 MLT

· Using version of FreeFlyer for analysis that does not contain bug discovered by FOT 

· Maintaining descending node MLT in tight dead-band about 10:00:00 am

· Anticipate using pair of 500-s maneuvers on October 13 and 15, which is two months since last maneuvers

· Plan to conduct subsequent maneuvers in early December to avoid conflicts during holiday schedule

Trending

No change from previous report

System Administration
· Continued installation/configuration of Cygwin on the backup flight dynamics computer in hopes of troubleshooting the potential permissions issue that exists on the primary FD computer

· Used the “cron-config” program to configure cron as a service

· Ran simple cron jobs (this worked on the primary computer too)

· Tried changing the service to run as a specific Windows user instead of the default “Local System” account but received an error. Research continues on this error

· Planning to copy the scripts from the primary computer to see if they act any differently on this computer

· Anticipate some work will be needed to create files and folder structure that are expected by the scripts

· Continued CIS benchmarking

· Created template spreadsheets for Windows XP and Server 2003. The spreadsheets will be used to document the benchmark settings after they are applied. Templates for the other OS types were created previously

· Documented the ITPS trending computer’s CIS benchmark settings. Verified any settings that were not clearly marked in the hand written notes that were taken during the benchmarking process

· Working with front-end computer support engineer to configure two boxes that will act as replacements for the data processing computer

· Created user accounts with user ids, groups, and home directories that were specified by the support engineer

· Downloaded the Hierarchical Data Format (HDF) software that is needed to process the spacecraft data.

· Waiting on the OK from the support ngineer to install the program

· FOT and support engineer met to resolve problems with data playbacks

· Found inconsistencies between the data distribution files (on data processing computer and front end systems) and the SGSE.config files (on ASPEN workstations)

· Received from FOT what the contents of each distribution file should be—the FOT and support engineer will be updating these files in the near future

· Plan to edit the ASIST configuration file to add a few systems that are not in there now—this should help to prevent this problem from happening again

GROUND AND SPACE NETWORK

Station Downtimes

· Received last-minute notification that PF1 and PF2 were to experience scheduled power outage, causing loss of supports for PF1 on September 12 at 18:51z and 23:43z and  for PF2 at 20:28z. 

· Received notification of loss of WGS pass on September 11 at 01:27z due to delay in shuttle landing
Operational Discrepancies
· Lost 5 images due to delay in shuttle landing causing loss of WGS pass.
· Removed 9 images from schedule due to eleventh-hour scheduling of power outage affecting PF1 & PF2.
UPCOMING EVENTS

Plan to conduct inclination maneuvers to maintain spacecraft MLT on October 13 & 15

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of September 10 – September 16, 2009             176
Total scenes and engineering calibrations planned for entire mission – approximately 48,205
Total Scenes:  ALI scenes in the Level 0 archive              43,941 (as of September 16, 2009)

                         Hyperion scenes in the Level 0 archive    43,695
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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