EO-1 Weekly Status Week of October 8 – October 14, 2009

Day of Year 281 - 287
Mission Day 3253 - 3259
Earth Observing-One (EO-1) General

Scheduled 166 science Data Collection Events (DCEs) this week.
Performed “before” and “after” image of moon using nominal lunar calibration sequence approximately two hours before LCROSS impact and approximately one hour after LCROSS impact.  Awaiting word from mission scientist regarding spectral data of material deposited on surface as result of settling of ejecta plume

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on October 12 at 23:14z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on October 12 from 00:25z to 15:15z

· Conducted ALI outgassing on October 12 from 00:35z to 15:25z
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, October 8 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Troy Ames, Vuong Ly, and Joe Young.
Notes from this teleconference are as follows:

1.  There was a discussion on performing atmospheric correction calculation on ground versus on-board.  Pat Cappelaere emphasized the urgent need to pursue learning how to do on-board calculation.  As a result, Dan Mandl stated he would talk with Betsy Middleton about directing Yen-Ben Cheng to work towards an on-board atmospheric correction calculation.
2.  The team is still getting notices from users that the targeting is not only shifted 200-300 m cross track but many scenes are shifted 1-2 km along track causing the target to be towards top of image.  In addition, the team has questioned what part Google Earth may play in misplacing the image.  Stu Frye is working with the USGS and GSFC flight operations engineers to identify causes of each image shifting problem.
3.  There are recognized three categories for geo-location accuracy.  They are ortho-rectification, geo referencing, and terrain correction.  There are also recognized three levels of additional radiometric processing that can be applied on top of the basic Level 1R radiometric corrected standard product.  They are atmospheric correction, top of atmosphere reflectance, and at ground reflectance.
4.  Pat emphasized the need to exercise more complex algorithms and implement them with WCPS.

5.  Rob Sohlberg to ask if we can obtain precision corrected Landsat geolocation "chips" (small sub-scenes) for geolocation validation.
6.  Rob Sohlberg stated that at some point we need to address non-linear re-sampling of hyperspectral bands to create synthetic multispectral bands (i.e. Landsat bands) from hyperspectral data.  To date we have used a linear method which simply averages the response across multiple hyperspectral bands representing the spectral interval found in the desired multispectral band.
7.  Rob Sohlberg has prepared a summary of standard processing steps used for EOS and Landsat instruments, including atmospheric correction, calculation of surface reflectance, geolocation, and creation of higher level products such as metrics (i.e. NDVI), false color renderings (i.e. burn scar visualization), and science products (i.e. Chlorophyll concentration).

On October 8, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Steve Ungar, Dan Mandl, Stu Frye, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Betsy Middleton reviewed the letter that was sent to HQ in response to comments made by the Senior Review panel on the EO-1 presentation.

2.  Nathan Pollack stated that a number of MSO scenes were not acquired due to a software change to provide automation.  To increase target visibility, additional MSO personnel will be added to the weekly selected target list distribution.
3.  Stu Frye made a recommendation that scene acquisition information be posted on the internet that includes past acquisitions and upcoming targets that have been scheduled and uplinked.

4.  Betsy responded to Stu’s recommendation by asking for a proposal to implement the recommendation.

5.  There was a discussion about the role of lamp calibrations in EO-1 data calibration and processing as it applies to HyspIRI.
6.  Stu reported on the recent EO-1 low battery charge statistics that have shown yellow limits being reached.

7.  Yen-Ben is to create a flow chart showing how to reconstruct a single Level 1G Hyperion file from the current set of 240 GeoTiff files that need to be placed in reverse order before being read into ENVI.

8.  Betsy is to ask Bo-Cai Gao to use Level 1G in the ATREM atmospheric correction program to assist in defining how to geo-locate and terrain correct atmospheric corrected Hyperion data.
9.  Betsy asked Dan Mandl and Ops team for flow charts that show the processing configuration for EO-1 and the HyspIRI IPM testbed. 
10. Petya Campbell is to perform a comparison of ATREM and ACORN atmospheric correction programs.

11. A question was posed on how MODIS and EO-1 data could be acquired nearly simultaneously. 

12. Dan Mandl reviewed recent activity in relation to State Department/NATO, ISS, Ignition Fund, and IRAD concerning the Nereids mission concept.

On October 13, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Joerg Szarzynski, Lenny Roytman, Joachim Post, Carl Keuck, Guido van Langenhove, Serhiy Skakun, Frederick Zanetta, and Joe Young.

Notes from this teleconference are as follows: 
1.  Joerg Szarzynski reviewed the entire program for the UN-SPIDER Workshop in Bonn on 21-23 October including announcing a splinter meeting on the Namibian Flood/Disease Pilot activity to occur on Thursday at 2:30 pm Bonn time (8:30 am ET) with video conference tie-in. 
2.  Stu Frye reminded the group that on 20 October there would be splinter meeting on the Caribbean Flood Pilot activity with a teleconference tie-in at 4:00 pm Bonn time (10:00 am ET).

3.  Stu Frye and Joachim Post discussed the short term and long term visions as they pertain to the Namibian Flood/Disease Pilot program and that DLR is to focus on the long term vision.
4.  The DLR document is to be integrated into the White Paper.
5.  There is to be a telecon with DLR on Thursday, 15 October to harmonize the three Namibia presentations scheduled at the UN-SPIDER Workshop.

ISS Activity

On Thursday, October 8, there was a Nereids instrument review conducted by the Code 500 Integrated Design Center.  The IDC has been tasked to review GSFC proposals for flying instruments aboard the International Space Station.  GSFC and other centers proposals for ISS instruments will be reviewed by NASA HQ over the next two weeks.
IT Security Activity

On October 9, there was a meeting with Headquarters IT personnel on development of an IT security prototype for EO-1.  Attendees were Dan Mandl, Stu Frye, Pat Cappelaere, Walt Truszkowski, Corinne Irwin (HQ IT Security), Brian Frey (HQ IT Security), and Joe Young.
Notes from this meeting are follows:

1.  It was stated that the overall purpose of this activity is to generate a process, initially as a prototype, to provide secure transactions for web services.
2.  Corinne spoke about HQ working to provide OpenID Level 1 security certification. 
3. Pat Cappelaere stated that GSFC EO-1 SensorWeb activities require either Level 2 or Level 3 security certification because we need to have trust that the users requiring our web service are who they claim to be.
4.  Pat Cappelaere presented two videos.  One showed a scenario and ops concept for OpenID federated security and the other went into detailed use cases for each component service in the scenario. 
5.  The EO-1 team agreed to write a plan and send it to Corinne Irwin after next meeting with her on 16 October where HQ’s perspective will be presented.  

6.  The GSFC team explored the possibility of implementing an OpenID server within the GSFC network domain and at other centers (JPL and Ames) as a totally internal prototype.
Ignition Fund Activity
On October 13, there was a meeting to discuss activity on the Nereids mission concept.  Attendees were Dan Mandl, Stu Frye, Pat Cappelaere, Fritz Policelli, John Bolton, John Fisher, Jeff Baker, Shahid Habib, and Joe Young.
Notes from this meeting are follows:
1.  Jeff Baker, from ATK, gave presentations on a Nereids Orbit Study and Responsive Space Modular Bus.
2.  There was a discussion about how to improve the instrument S/N by implementing an imaging “stare” maneuver.
3.  The potential launch date for 1st satellite, with mission approved by mid 2010, is January 2012.  The 2nd and 3rd satellites could possibly be launched in July 2012 and January 2013 respectively.
4.  John Fisher, from Brandywine Optics, gave a presentation on specifications for a telescope design.

5.  Cost charts were presented and adjustments made to reconcile differences between detailed line item costs and detailed roll-up costs.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Conducted inclination maneuver on October 13 to maintain spacecraft descending node MLT at 10:00 am

· Performed 500-s maneuver

· Observed average overall duty cycle of 59.9%, which is in-line with expectations

· Calibrating thrust scale factor using observed change in orbit

· Will use scale factor for planning of next maneuver on October 15

· Standardizing assignment statements in Perl code used on real-time computers

· Discovered syntax in Perl code in one ancillary script on real-time computer can exhibit irregular behavior that us seemingly dependent on processor settings

· Performing search through all Perl scripts on real-time machines to determine if same syntax is present in any other scripts used in operations

· Planning to replace such occurrences with standard syntax

Mission Planning

· Performed lunar calibration command sequences on October 9 to use EO-1 to support LCROSS lunar impact at 11:31:19z

· Performed “before” image of moon using nominal lunar calibration sequence approximately two hours before LCROSS impact

· Performed “after” image of moon using nominal lunar calibration sequence approximately one hour after LCROSS impact

· Awaiting word from mission scientist regarding spectral data of material deposited on surface as result of settling of ejecta plume

Flight Dynamics
· Observed lack of range-rate data in tracking data files delivered from SGS, intermittently affecting passes taken after 18:00z (low-elevation passes)

· Informed ground station of phenomena

· Helping ground station troubleshoot nature of problem

Trending

· Ingesting old telemetry available on backup front end machine using archive tapes

· Provided temperature telemetry to thermal engineer for periods in 2006 – 2009

System Administration
· Continued development of the new backup server

· Continued testing the raid and practicing recovering from a disk failure

· Removed each drive individually to prove that the system could boot on a single hard drive

· Removed one drive, deleted its partition table, installed as if it was a new drive, and configured the drive to complete the raid again

· Created user accounts for each of the existing hosts that will be using this backup server

· Created the directory structure for the storage of the backup files was created, with each host having its own subdirectory

· Installed Hierarchical Data Format (HDF) software and associated libraries on one of the new data processing computers

· Plan to install the software/libraries on the second processing computer after receiving approval from support engineer 

· Configured printers for the two new data processing computers

· Started creating a replacement for the existing backup firewall to increase dependability and performance

· Installed a second network card in the computer

· Installed Fedora 10

· Added routes to the routing table

· Supporting NCAD Migration

· Received notice that first attempt failed—the security team found that additional configuration was needed in order for the migration to be successful

· Worked with security to correct the IPAMS entries for the EO-1 computers

· Added/edited a registry entry that is needed to enable admin shares used by the security team for the migration

· Disabled hibernation for all computers so they would be “awake” after business hours

· Attempted migration again on 10/13, with five of the eight computers successfully migrated to the NDC domain

· Contacting the security team to troubleshoot the issue with the remaining three computers

· Installed software updates and patches to the CNE computers

· Installed the Microsoft patches that were released on 10/13

· Installed updates to Adobe Reader 9.1.3 to address recent vulnerabilities

· Updated to Java version 1.6.0_16

· Upgraded to Firefox 3.5.3

· Upgraded one systems’ QuickTime to version 7.6.4 (addressing EO-1’s only item on the most recent Block List)
GROUND AND SPACE NETWORK

Station Downtimes

Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
Operational Discrepancies
Lost one image due to I/Q channel problems at WGS during October 8 support at 14:23z.

UPCOMING EVENTS

To conduct inclination maneuvers to maintain spacecraft MLT on October 15

· Perform 500-s maneuver

· Anticipate MLT to be maintained until next maneuvers in early December
Imagery Status

Scenes and Engineering Cals planned for week of October 8 – October 14, 2009             166
Total scenes and engineering calibrations planned for entire mission – approximately 48,938
Total Scenes:  ALI scenes in the Level 0 archive              44,613     (as of October 14, 2009)

                         Hyperion scenes in the Level 0 archive    44,366    
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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