EO-1 Weekly Status Week of October 22 – October 28, 2009

Day of Year 295 - 301
Mission Day 3267 - 3273
Earth Observing-One (EO-1) General

Scheduled 168 science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on October 26 at 20:42z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on October 26 from 00:25z to 15:15z

· Conducted ALI outgassing on October 26 from 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On October 28, Dan Mandl gave a presentation at Northeastern University in Boston on Puerto Rico fires in relation to our SensorWeb testbed work.

On Thursday, October 22 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Vuong Ly, and Joe Young.
Notes from this teleconference are as follows:

1.  Rob Sohlberg stressed the need to collect, manage, and make effective usage of in-situ data.  
2.  Dan Mandl is to send team members IPM testbed software release schedule. 
UN-SPIDER Workshop

On October 22, there was a teleconference with selected participants in the workshop to discuss the Namibian Flood/Disease Pilot activity. 
Participants:  Dan Mandl, Stu Frye, Fritz Policelli, Frederick Zanetta, Felix Kogan, Joerg Szarzynski, Lenny Roytman, Guido van Langenhove, Pauline Mufeti, Natalia Kussul, Serhiy Skakun, Olaf Kranz, Harald Mehl, Lorant Czaran, Joachim Post, Andrew Eddy, David Rogers, Cheng-Chien Liu, and Joe Young.

The principle topics discussed are as follows:

1.  Stu Frye reviewed what had been presented on the Namibian Flood Pilot activity.  The Namibian Disease Pilot activity was to be presented on October 23.
2.  Guido van Langenhove discussed a planned meeting in Namibia on January 18-25, 2010 with a visit to the town of Oshakati so that some of the most recent flooded area can be viewed.  The purpose of the meeting is to conduct a 2-3 day workshop to review activities conducted since the workshop in Bonn and to prepare detailed plans for the next 12-18 months activities.  Guido is to finalize the meeting date by November 18.  At this point, Guido is to finalize the meeting location and accommodations.  Harald Mehl stated that DLR cannot attend on January 18 and requested a change to January 25 for a start of the meeting. 
3.  Joerg Szarzynski suggestion to include neighboring countries in the Namibia meeting was accepted.  Implementation of this suggestion is an action item for Joerg Szarzynski, Stu Frye, and Guido van Langenhove.
4.  With help from the Namibian ambassador to Germany, Neville Gertze, it is hoped that the Namibian Health Ministry will participate in the January meeting.

5.  Stu Frye outlined a draft agenda for the January meeting in Namibia with a final agenda to be developed by a combination of UN, Namibia, Germany, and United States participating personnel.

6.  Joerg Szarzynski discussed the White Paper and what is needed to finalize it.  Joerg volunteered to add the three page write-up DLR prepared prior to the workshop and issue Draft 3 of the White Paper.
7.  The group discussed various possible strategies for obtaining funding to implement the activities put forth in the White Paper.
8.  Stu Frye recommended that the White Paper contain an organization chart to help unify the team.

9.  A recommendation was also made that the White Paper should contain a project plan that shows responsibilities and time line for activities.

10. Stu Frye stated that GEO and CEOS related activities need to be integrated into the White Paper and Joerg Szarzynski agreed to check the UN to GEO/CEOS connection.
11. Joerg Szarzynski stated that bi-weekly teleconferences with the team will continue through to the time of the January 2010 meeting.

12. Guido van Langenhove stated that he has sent the last 14 years of in-situ river flow and rain gauge data to Fritz Policelli for use in validating flood forecasting.  Fritz stated that the gauge data was in flow rate units as opposed to water depth.  Guido noted that the two variables are related such that one can be transformed into the other.
13.  Dan Mandl identified the following four work areas that need to be pursued in relation to Guido’s activities in Namibia.


a.
Calibrate flood forecast model with river gauge sent by Guido


b.
Revise River Watch readings to include new locations of Guido’s river gauges and rerun 2009



River Watch readings for the new gauge locations


c.
Finish posting of GSFC website access for Guido’s river flow gauge data


d.
Start sending Guido weekly low resolution images from MODIS and Envisat and then high 




resolution observation sequences when a flood event occurs
14. Guido requested that the group identify a location for housing all the Namibia flood data.
15. There was a discussion about how to either estimate or obtain access to epidemiology information about malaria.  It has been proven difficult sometimes to obtain access to pertinent medical reports.
On October 22-23, the remainder of the UN-SPIDER Workshop occurred with the following presentations.  

On October 22, Cheng-Chien Liu gave a presentation on rapid response to global disasters using Formosat-2 high-spatiotemporal imagery.
On October 23, Lenny Roytman gave a presentation on malaria modeling as a function of edible fraction of total biomass.
On October 22, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Bruce Cook, Petya Campbell, Lawrence Ong, Nathan Pollack, Fred Huemmrich, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Dan Mandl, , and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Petya Campbell and Yen-Ben Cheng showed results of performing atmospheric correction on EO-1 Hyperion data using both ATREM and ACORN codes.  The results shown were quite similar.  
2.  Betsy Middleton reported that Barry Gross (CUNY) has expressed concern about not receiving requested EO-1 Level 1R Hyperion data.  Stu Frye had previously reported that USGS was reprocessing his scenes together with a large batch of cal/val sites and USGS is to let us know when they have completed the processing.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Continued development of stand-alone T&C workstation for EO-1 support engineer 

· Continued testing support engineer’s processes on computer

· Re-instituting automated update of earth orbital parameters used by onboard GPS unit

· Developed new procedure for performing weekly updates of parameters

· Tested procedure successfully on the T&C test bed computer

· Deployed process on all other T&C computers

· Starting automated updates on October 29

· Analyzing cause of intermittent instances of images not being centered in the along-track direction

· Collected four examples of such instances over past 11 months

· Visualized predicted swaths using FOT-predicted ephemeris and image start/stop times and attitude pointing data provided in ASE goal files

· Observed target to be centered in predicted swaths

· Analyzed actual timing of ALI data collections as compared to commanded timing

· Observed apparent lag in image start/stop times

· Discovered WARP CPU utilization was 100% during these instances

· Contacted JPL personnel to determine if any ASE processes were causing delays in commanding of ALI image start/stop times due to processor being “hung”.  

· JPL has discovered that occurrence of along-track shifts possibly correlates with two leap second updates.  One occurring on January 1, 2006 and another on January 2, 2009.

· Ensuring onboard battery performing nominally

· Recognize that r5 version of ASE software increases utilization of spacecraft and desire to ensure increased tasking is sustainable

· Developed methodology to study battery performance parameters across mission lifetime

· Studying telemetry at key instances in orbit, such as at start/end of day/night, as opposed to orbit or daily average values

· Require this approach due to telemetry playback anomaly in September 2006

· Possesses data from 2006 – present in trending system, so now focusing on populating database with pre-2006 data, while also performing analysis

· Observed no significant differences in battery temperature or differential voltages between 2006 and 2009

· Starting to analyze other parameters, such as battery voltage, current, and state of charge

· Collaborating with systems administrator to improve EO-1 MOC configuration management plan

· Reviewed current configuration management plan

· Identified areas of improvement, mainly regarding the use of disk images

· Updating document based on findings

· Assisting system administrator in development of consistent disk imaging procedures on both Linux and Windows workstations 

· Generated RF and C&DH training packet for new personnel
Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Corrected problem with construction of automatic buffer switch at end of a command load

· Progressed to testing generation of command loads that reflect activities normally conducted in ATS loads generated by FOT

· Completed testing of S- & X-band GN contacts successfully 

· Continued documentation of SCP test plan

Flight Dynamics
· Continued migration of all flight dynamics processing to new hardware

· Testing solution to problem involving scheduling cron jobs in Cygwin environment on computer using Windows OS

· Migrating delivery of scheduling files to SN scheduling group from SWSI software to SNAS software

· Updated automation scripts to change delivery method

· Testing new process

Trending

· Ingesting old telemetry available on backup front end machine using archive tapes

· Resolved problem involving lack of real-time telemetry in periods of data that has been ingested in ITPS

· Determined problem to be due to configuration problem on front end computer

· Repopulating trending telemetry now that problem is resolved

System Administration
· Started migrating data processing capabilities from the legacy ASIST workstation to the newly upgraded RedHat4 workstations

· Created a folder on each workstation for the outputs of the processing scripts

· Copied the two processing scripts from the old processing computer to the future primary processing workstation

· Plan to put these scripts on other workstations after successful testing

· Resolving problem in which one of the environment variables was not available when executing the scripts remotely

· Discovered that the environment variables for interactive and non-interactive SSH sessions are different

· Created an “environment” file in the .ssh directory that contains the missing variable and edited the sshd_config file to allow user environments

· Awaiting testing by support engineer to see if this fixes his problem

· Continued configuring the new backup server

· Configured network parameters, hosts file, ssh service and banners, sendmail, printers, and central logging

· Upgraded to most recent Firefox

· Security scan returned 1 medium vulnerability

· Waiting on approval to connect to the network

· Continued configuring the new backup firewall

· Edited the services running on the computer

· Configured network parameters, hosts file, ssh service and banners, sendmail, printers, central logging

· Upgraded to most recent Firefox

· Created directories and copied over the firewall rules that are currently running on the primary firewall

· Testing disk imaging software 

· Formatted the two new external hard drives that FOT received (1 for Windows and 1 for Linux)

· Plan to test an older version of Clonezilla (supposedly more stable than the new release that failed earlier) on both platforms using spare/test computers before touching the operational equipment 

GROUND AND SPACE NETWORK

Station Downtimes

Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
Operational Discrepancies
Lost 5 images due to problem during PF2 support on October 27 at 04:39z in which ground station reported receiver as “hung”.

UPCOMING EVENTS

Perform lunar calibration

· Conduct all-instrument nominal lunar calibration on Tuesday, November 3 during the 05:22z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later

Conduct inclination maneuvers in early December to maintain spacecraft MLT 

Imagery Status

Scenes and Engineering Cals planned for week of October 22 – October 28, 2009             168
Total scenes and engineering calibrations planned for entire mission – approximately 49,259
Total Scenes:  ALI scenes in the Level 0 archive              44,916         (as of October 28, 2009)

                         Hyperion scenes in the Level 0 archive    44,669         
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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