EO-1 Weekly Status Week of November 5 – November 11, 2009

Day of Year 309 - 315
Mission Day 3281 - 3287
Earth Observing-One (EO-1) General

Scheduled 130 science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on November 10 at 18:47z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on November 9 from 00:25z to 15:15z

· Conducted ALI outgassing on November 9 from 00:35z to 15:25z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, November 5 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Pat Cappelaere, Vuong Ly, Dan Jason Stanley, Rob Sohlberg, and Joe Young.
Notes from this teleconference are as follows:

1.  The Dan Mandl issued HyspIRI IPM testbed software release schedule was reviewed.
2.  It was concluded that contents of the software release schedule needed to be revised.  Dan will reissue the schedule to reflect discussed changes.
3.  There was a discussion on how to describe the Web Coverage Processing Service (WCPS).  Pat Cappelaere mentioned that higher level user functions be identified such as cloud screening.  
On November 10, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Joerg Szarzynski, Lenny Roytman, Jan-Peter Mund, Pat Cappelaere, Fritz Policelli, Carl Keuck, Lawrence Ong, and Joe Young.

Notes from this teleconference are as follows: 

1.  Jan-Peter Mund stated that DLR has prepared a short video on their flood related activity in Namibia and that they would like to share it with the entire group.  
2.  Dan Mandl recommended that a series of short videos be developed that will focus on different aspects.

3.  Joerg Szarzynski stated that there is a definite need to develop a “sharpened” story board for each video to clearly explain the content to viewers that are not very familiar with remote sensing technology.

4.  There occurred a teleconference with Guido van Langenhove, Bob Brackenridge, and Fritz Policelli last week on specific improvements to be made to the Namibian Flood Pilot system prior to the spring 2010 floods.  These improvements will consist of shifting the River Watch measurements sites to locations where there are river gauges.  Importantly, the sites of interest are of upstream locations that could provide early flood surge warnings.  There is the need to get river gauge data to the TRMM based flood potential group in order to better calibrate their model.  Also, discussed was the placing of river gauge data on a public web site.
5.  There was a discussion on what should be the sequence of the meetings in Namibia next January.  Favor was expressed on having a technical focused meeting first in northern Namibia near the most recently flooded areas. This sequence will afford those attendees an opportunity to view the area and talk with local experts.  After that meeting, there will be a concluding technical meeting and an overview meeting in the capital, Windhoek.  At the overview meeting, added attendees will include Southern Africa region ministerial level representatives, various ambassadors, and representatives from pertinent organizations such as SERVIR, the World Bank and the World Health Organization.  The goal of these meetings is to solidify the technical aspects of the planned SensorWeb flood and disease activities in Namibia and effectively inform the pertinent Southern Africa political and technical elements of those activities.
6.  There is a need to contact Nate Smith, (USAID, Office of U.S. Foreign Disaster Assistance, GIS Coordinator), to coordinate some of our efforts with him. 
7.  There was cautioned expressed that the group not get involved in too many projects but for now stay focused on the Namibian and Caribbean projects.

8.  Joerg gave a deadline of 18 December for submittal of material for the White Paper and a deadline of 15 January 2010 to finalize the paper.
9. DLR recommended that a link to Namibian web page be added to the International Disaster Charter website. 
10. Discussion was had on the fact that the UN-SPIDER portal was built to house links to various sources for disaster data.
11. Stu Frye and Dan Mandl volunteered to create an overview page that clearly describes the many sources for Namibian flood data.

12. The next teleconference will be on November 17 for the purpose of discussing the videos that have currently been produced and those that are planned to be produced in the near future in terms of what themes should be addressed, possible combination of videos, and the need for story boards. 
Ignition Fund Activity
As a final report, a final presentation on the NEREIDS mission concept was made to the Innovative Partnerships Program Office which funded the effort.  
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Studying correlation between lunar calibrations and tank temperatures

· Observed temporary increase in tank temperatures in vicinity of last pair of lunar calibrations

· Discovered correlation between increased tank temperatures and increased reaction wheel temperatures during lunar calibrations

· Studying historical performance of reaction wheels over all activities

· Gathering data for analysis by subsystem engineers

· Ensuring onboard battery performing nominally

· Continuing analysis of battery parameters, such as battery voltage, current, and state of charge at specific times in EO-1 orbit (end of day, end of night, etc.)

· Analyzed battery voltage and current for specific state of charge values over three-year period

· Found present battery output currents are lower than those observed in 2006 for high state of charge values

· Gathering data for analysis by subsystem engineers

· Continued analysis of star tracker performance

· Conducted extended teleconference with engineer who was associated with development of EO-1 star tracker

· Compared current data to that recorded during full sky tests before launch

· Found differences in background levels, attitude uncertainty, number of stars identified, brightness errors, and number of “blobs” reported by unit

· Awaiting development engineer to verify that parameter defining number of adjacent pixels required for star cannot be changed but that signal threshold can be modified

· Delivering additional data to development engineer, including revised brightness errors

· A “guessed” new data format yields results more in-line with expectations

· Awaiting development engineer to confirm the data format

· Studied instances of transfer frame errors to ensure errors are not due to mutual interference

· Discovered no evidence of mutual interference

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Found differences between ASIST and CMS when building command loads for lunar calibrations

· Stepping through command sequence to determine cause of problem 

Flight Dynamics

· Developing tools to provide increased situational awareness regarding space debris

· Built scripts to extract debris orbital elements TLEs from Space Track for all listed debris objects and determine which objects approach EO-1 within 3 km during next 10 days

· Comparing output generated by scripts to reports generated by GSFC Conjunction Assessment (CA) Team
· Found some debris objects yield vastly different results

· Comparing output to that generated by on-line tools available on Space Track

· Contacting CA Team to help determine causes for differences

Trending

· Examining logs to determine cause of intermittent failures in data ingestion process

· Restart Windows service or restart computer if needed to currently resolve issue

· Contacted developer to determine if any other, more elegant, solutions exist 

System Administration
· Configured all operational Linux computers to use the new backup server

· Added an entry for the backup server in each computers hosts file

· Removed any entries in the .ssh/known_hosts files that referred to older instances of the backup server’s hostname or IP Address

· SSH’d manually into the backup server from each computer to save the new host information

· Updated backup script and its configuration file on each computer

· Used the new server successfully for the weekly backups

· Continued efforts to improve the backup process for legacy mission planning and flight dynamics computers

· Continued troubleshooting the periodic problem with ITPS (trending system) services failing and needing to be restarted

· Notified by ITPS developer that a log directory may be helpful

· Found logs had event related messages but no errors or warnings

· Continuing troubleshooting during ITPS operational down time, using additional information provided by developer

· Performed routine maintenance on the legacy mission planning system to free up space on the partitions 

GROUND AND SPACE NETWORK

Station Downtimes

Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
Received notification that PF2 is yellow with an unknown ETRO (starting on November 8), in which PF2 cannot provide tracking data for some satellites, including EO-1.
Operational Discrepancies
· Lost 3 images due to problems during PF2 contact on November 8 at 12/09:00z

· Awaiting final conclusion of troubleshooting effort

UPCOMING EVENTS

Conduct inclination maneuvers on December 1 and December 3 to maintain spacecraft descending node MLT at 10:00 am. 

Imagery Status

Scenes and Engineering Cals planned for week of November 5 – November 11, 2009             130
Total scenes and engineering calibrations planned for entire mission – approximately 49,533
Total Scenes:  ALI scenes in the Level 0 archive              45,165         (as of November 11, 2009)

                         Hyperion scenes in the Level 0 archive    44,918         
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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