EO-1 Weekly Status Week of November 26 – December 2, 2009

Day of Year 330 - 336
Mission Day 3302 - 3308
Earth Observing-One (EO-1) General

Scheduled 186 Science Data Collection Events (DCEs) this week.
A kick-off Hyperspectral & HyspIRI Interest Group meeting was held on November 30 to address Center-wide interest in hyperspectral, thermal, and related technology issues for future space-based platforms, with 610 management support from Franco Einaudi and Shahid Habib.  There were 19 participants from different GSFC organizations attending the meeting that was organized by Dr. Betsy Middleton (614.4) who presented an overview of the Tier 2 Decadal Survey HyspIRI mission and some examples of in-house science support prototype products using EO-1 Hyperion data.  Topics that need further elaboration were determined, including the TIR, Intelligent Payload Module, enabling technologies, and the upcoming 1.5 day GSFC-sponsored Symposium on Ecosystem Higher Level Products (May 4 & 5 in B33, H114) to be hosted by Code 614.4. 
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on November 26 at 19:09z

· Conducted ALI internal calibration (Type II) on November at 01:00z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On December 2, Bogdan Oaida , HyspIRI Mission Concept Manager, conducted the first of an agreed to series of bi-weekly Webex teleconference with GSFC team members where the status of the HyspIRI IPM testbed and coordination activities between JPL and GSFC will be discussed.  As a result of this telecon, the following action items were assigned:
1.  Obtain TIR and VSWIR readout architecture.  (B. Oaida – Due 12/16/2009)
2.  Deliver a Functional Block Diagram of the IPM showing:  (J. Hengemihle & P. Coronado – Due 12/16/2009)
- Data Processing (DP) unit & associated electronics

- Direct Boradcast (DP) unit, including the antenna & transceiver, and all associated hardware

- Interfaces (power & data) between DP unit and the S/C CDH, DB unit and DP unit

3.  For the next Team X session we will require a well understood baseline design of the IPM. At the very minimum this should include:  (D. Mandl – Due 02/19/2010)
- Mass Equipment List (MEL)

 - Power requirements

- ROM CAD model including DB and DP units

- ROM cost

4.  Want to include IPM development schedule into HyspIRI master schedule. The schedule should include the deliverables for TeamX with some near term milestones as well as the deliverables for the projected June 2010 MCR.  (D. Mandl – Due 01/06/2010)
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Conducted 350-second inclination maneuver to maintain spacecraft MLT on December 1 at 13:32:24z

· Observed total average duty cycle of 60.8%, which is consistent with historical performance

· Calibrating effective thrust scale factor based on post-burn orbital data

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Observed difference in command loads that contain 32k S-band supports

· Studying bit patterns to isolate cause of difference

Flight Dynamics
· Designing maneuver sequence for a 350-second inclination maneuver to maintain spacecraft MLT on December 3 

· Using calibration results from December 1 maneuver as input into process

· Anticipate maneuvers to maintain descending node MLT at 10:00 am for approximately two months

Trending

· Experienced hardware failure on computer used for trending system

· Retained all telemetry and other input data because of regular backups

· Need to rebuild computer before reinstalling ITPS software

· Plan to use different hard disk configuration to increase reliability and to increase likelihood of successful disk imaging attempts

· Delaying all engineering analysis that required trending system until issue resolved

System Administration
· Recovering from problem with ITPS (trending system) computer

· Received word from FOT that the computer rebooted itself over the holiday break

· Observed event log errors that started a few days before the reboot was reported, related to file system errors (possible corrupt data)

· Indicates either the Windows OS is corrupt or have a failing hard drive

· Talked with FOT and ITPS developer to get a list of directories and files that should be backed up before the condition worsened; there was only one directory that was not copied to an external drive at that time or already part of our normal backup process

· Notified that the contents of the lost directory can be rebuilt

· Adding directory to the backup process in the future

· Attempted to backup as much additional data as possible from the disks even though the key data was already identified

· Observed computer rebooting a few times when doing this via Windows

· Booted into Knoppix (bootable Linux environment) and used the rsync utility

· Observed, during the rsync, I/O errors and the hard drive light on the front of the computer started blinking orange instead of green—indicating a failure

· Recommended that this computer be rebuilt due to the RAID-0 configuration on this computer.   The hardware should be switched to a different RAID level that provides redundancy.

· Researching RAID configurations, ITPS installation, etc. before beginning the rebuild process

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
· Received notification that PF1 had lost antenna control due to a problem with a shunt regulator board, starting on November 25 at 21:18z

· Moved all PF1 supports to PF2 in order to preserve science data

· Received notification that PF1 became green on December 1 at 15:00z

Operational Discrepancies
· Observed no operational discrepancies.
UPCOMING EVENTS

· Conduct 350-second inclination maneuvers on December 3 to maintain spacecraft descending node MLT at 10:00 am. 

· Probably in January 2010, institute ASE software patch onboard spacecraft to correct for leap second issue, the WARP Mongoose V single bit error issue, and the temperature log size issue. 

Imagery Status

Scenes and Engineering Cals planned for week of November 26 – December 2, 2009             186
Total scenes and engineering calibrations planned for entire mission – approximately 50,097
Total Scenes:  ALI scenes in the Level 0 archive              45,711             (as of December 2, 2009)

                         Hyperion scenes in the Level 0 archive    45,463             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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