DRAFT_2
EO-1 Weekly Status Week of March 12 – March 18, 2009

Day of Year 071 - 077
Mission Day 3041 - 3047
Earth Observing-One (EO-1) General

There were 118 Data Collection Events (DCEs) scheduled this week.

The EO-1 team met with proposal reviewers from the GSFC Science Directorate to receive their comments for incorporation into the proposal.

INSTRUMENTS

All instruments operated nominally this week 

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

A GEOSS AIP-2 Disaster Management Working Group telecon was held Thursday, March 12.  Minutes of this telecom are as follows:
Participants:  Stuart Frye, Andrew Eddy, Didier Giacobbo, Dan Mandl, George Percival, Josh Lieberman, Karen Moe, Greg Yetman, Ron Lowther, Jennifer Lewis, Joe Young, Herve Caumont, Francesca Casale

The agenda for the telecom meeting is below:

- Inventory of components and services for Flood Scenario

- Service registration and test capability for Global Earth Observation System of System (GEOSS) capabilities

- Review of Flood Scenario and Transverse Technology Use Case updates

- Recent Sensor Web results in Australia

http://www.mediafire.com/?sharekey=c374f63652195cdb0de4fc1039a01674e04e75f6e8ebb871
http://www.mediafire.com/?sharekey=05a571af083828f84012e8015643d9c83b7e31c0a542a0de
- Status and Plans for Caribbean Flood Pilot

- Status of Letter from Group on Earth Observations to Disaster Charter

- Results of 3-4 March Committee on Earth Observation Satellites (CEOS) Strategic Implementation Team (SIT) meeting and report from Disaster Management Societal Benefit Area (SBA) splinter session

1.  Stuart Frye distributed the proposed list of components and services before the meeting.  The group reviewed the status of each one-by-one to assess the operational readiness of each and determine action items for follow-up.  Some of the components and services are prototypes that have been demonstrated in the past, but are not up and available at all times.  Additional detail about how each is used in the flood scenario is needed.

2.  The group discussed how test elements of the GEOSS Phase 2 Architecture Implementation Pilot (AIP-2) can be employed to verify compatibility.  One test element determines standards compliance and another one runs every day to assess up-time for all components and services in that list. 

3.  Dan Mandl described the Flood Forecast Model, how it is used to trigger future acquisitions, and how it is being validated.

4.  Didier Giacobbo described the Sensor Planning Service (SPS) and Catalog Service for the Web (CSW) that provides the interface for tasking and data delivery from the SPOT-5 satellite.

5.  Stuart and Dan discussed the status of two Web Coverage Services (WCS) available from the Washington University in St. Louis and the George Mason University.  The end result was a decision to make contact with Stefan Falke, Don Sullivan, and Eugene Yu to clarify status of these items and their availability for the Flood Pilot scenario.  

6.  Stuart made suggestion for the need to categorize the development status of each item by some manner such as creating two list tables, color coding items, having a comment column, etc.  George Percival made some comments about this issue using terms like “rock solid” and “persistent” to identify operationally ready components and services.

7.  The time frame for completing AIP-2 is early May 2009, but the Flood Pilot effort will continue under Group on Earth Observations (GEO) Task DI-09-06B.  

8.  Stuart and Dan discussed the Campaign Manager, SensorML Workflow, and REST-ful workflow items and how to make them fully operational.  Also how to properly register them in the GEOSS Registry was discussed like should they be defined as a Web Processing Service (WPS) or some other standard web service.

9.  There was a discussion on the Draper Lab WPS that provides Air Force global cloud predictions.  Stu made the point that this service is used operationally on EO-1 to replace highly cloudy baseline selections with less cloudy alternates of equal priority.  There was uncertainty about whether the Air Force data is truly “open”.  
Action Item – Check on “open” nature of Air Force cloud predict data.

10. Statement was made that the National Oceanic and Atmospheric Administration (NOAA) weather feed is needed for Caribbean Flood Pilot.

11. The new Web Map Service (WMS) and Catalog Service for the Web (CSW) provided by the Japanese Space Exploration Agency (JAXA) for ALOS data are being tested now.

12. Greg Yetman discussed three Columbia University CIESIN/SEDAC social related datasets that could be brought to bear for the Flood Pilot.  Stuart will explore adding these items to the scenario and registering them in the GEOSS registry.

13. Ron Lowther discussed the status of the Hurricane/Tropical Cyclone Community Portal.  Recent updates to add links to the Tropical Rainfall Measurement Mission TRMM flood potential and global flood forecast web pages.

14. Stuart made a statement about archive catalogs are no good for current data access.  They are typically not showing data less than 24 hours old, which is not responsive enough for disaster management support.  Ways to have visibility into the current tasking queue and near term future (up to 48 hours in advance) are needed to plan disaster response observation requirements.

15. Didier discussed the Disaster Scenario - Use Case Matrix and the need to complete the mapping between them.  He described what he has done and how to make further progress in fleshing out the scenario and the mapping to the Use Case Matrix.  Stuart, Didier, and Herve are having a teleconference next week to discuss this issue.

16. There was a recent teleconference with the Italian Space Agency that focused on interaction with the International Disaster Charter and how the Flood Pilot scenario can be conducted in advance of expected disasters, especially using the Envisat satellite in conjunction with EO-1, Formosat-2, Radarsat-2, ALOS, and other satellites.

17. Stuart and Andrew Eddy discussed the plans for face-to-face meetings with Caribbean disaster managers, meteorologists, and hydrologists at two workshops during April.  The hope is that a meeting of the Caribbean Flood Pilot Steering Committee will be conducted during one of those meetings either as a splinter session or as an evening get-together.

18. Dan discussed the presentation made to the CEOS SIT Disaster SBA team about the sensor web activity.

A teleconference between the Flood SensorWeb collaborators was held on March 17.  The following items of interest were discussed:
1.  Lenny Roytman (City College of New York) discussed malaria disease control and beneficial use of our team’s SensorWeb flood prediction/modeling work.  For now, he wants to concentrate on Bangladesh.  

2.  Lenny has good malaria incident and meteorological data for Bangladesh.  
Action Item - Lenny is to give us a list of past floods in Bangladesh for which he is interested in obtaining EO-1 data.

3.  Pat Cappelaere suggested overlaying epidemiological and population data on Google Earth.
4.  Suggestion was made to do this overlay for Bangladesh and Mozambique.  

5.  Lenny Roytman stated that use of AVHRR data works well for study to build malaria model.
6.  Objective is to combine flood extent with malaria model to produce a malaria outbreak prediction.
7.  Mozambique, Bangladesh, and Columbia proposed for GEOSS study of malaria early warning model.
8.  . There is the need for a telecom, in the next two weeks, .between Lenny Roytman and GSFC researchers in malaria outbreak
9.  Bob Adler produces a near-term flood model and Lenny Roytman said he can use such a model.

10. Lenny’s work is to find correlation between flooding and malaria outbreak.  To accomplish this, a flood model and malaria model need to be linked together.
Action Item – Dan Mandl is to contact USAFRICOM about obtaining epidemiological data for Africa.

11. Action Item – Dan Mandl is to work with State Department about funding work by the Ukraine and Taiwan Space Agencies.
12. An Advanced Research Workshop entitled "Using Satellite and In situ Data to Improve Sustainability", sponsored by NATO and organized by National Space Agency of Ukraine and NOAA, will take place in Kiev, Ukraine, June 9-12, 2009.
13. Serhiy Skakun (Ukraine) reported that flooding is occurring in Guyana, South America. (Dan is this correct?)
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Senior Review

· FOT has been aiding the science group and the project management to prepare for the upcoming senior review.

· FOT has been compiling data including:

· List of all anomalies since launch.

· Power performance of the spacecraft.

· Charge/Discharge rate trend

· Temperature profile of the batteries

· Instrument performance 

Flight Dynamics

STK automation RIC (Radial, In-track, Cross-track) compare: 

· FOT suspects that the RIC compares performed by the automation code might be flawed.

· Past several iterations of orbit determination FOT noticed an increase of the in-track separation in the RIC report.

· When same process performed manually the separation seems to appear smaller.

· FOT will begin manually performing related flight dynamics tasks in order to compare results to the automated tasks.

Tracking data pre-processing

· FOT has moved this service from the legacy systems to the new hardware and software.

· FOT will utilize the revised Science Goal Monitor code developed by the FOT to integrate in the pre-processing of the tracking data files delivered to the MOC.

· Same software is currently being utilized to handle many other file deliveries to the MOC.

· SSH clients will be installed on the Flight Dynamics hardware to accept connections from the revised Science Goal Monitor code.

System Administration
The results of the security scan have been summarized and placed in spreadsheet format. 

· Medium and high vulnerabilities deal with FTP version on legacy systems in the MOC. 

· Meetings with the FOT have been conducted to gather more information on the roles of each of the computers in question and to discuss different strategies for securing them.

· Research continues on these items.

Backed up the real time ASIST computers to the backup server. 

· Researched and found a possible solution to aide in backing up some of the large partitions on other MOC computers that have limited disk space to perform the normal backup routines. 

· It appears to be possible to tar files over an SFTP connection without occupying the local drives.

Reviewed the information that was gathered on configuring one ASIST box to mount to the hard drive on another. 
· While doing this review it was discovered that there is a potential problem with the ASIST install on two of the real time boxes. 

· The install was done under the wrong mount points. 

· ASIST is performing properly, but the partition that it exists on is small and action should be taken to ensure that its size doesn't grow and fill the partition.

SSH was installed onto one of the new Flight Dynamics computers to allow secure communication with the rest of the MOC computers.

The Adobe Reader Windows platforms in the MOC were upgraded to version 9.1 to fix a security vulnerability that existed in version 9.0.

GROUND AND SPACE NETWORK

Station Downtimes

PF1 and PF2 station are currently status RED for X-Band operations since March 10.
· Currently no projected return to nominal operations provided.
Operational Discrepancies 

No major problems to report.

UPCOMING EVENTS

MLT control maneuvers.

· FOT will conduct inclination maneuvers to increase MLT to 10am.

· First maneuver will begin at 14: 49:49 UTC on Mar 31, 2009.

· Second maneuver will begin at 14:28:03 UTC on Apr 02, 2009.

· Both maneuvers will be 250 sec. in duration.

Imagery Status

Scenes and Engineering Cals planned for week of March 12 – March 18, 2009             118
Total scenes and engineering calibrations planned for entire mission – approximately 44,420
Total Scenes:  ALI scenes in the Level 0 archive              40,298 (as of March 18, 2009)

                         Hyperion scenes in the Level 0 archive    40,051
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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