EO-1 Weekly Status Week of June 4 – June 10, 2009

Day of Year 155 - 161
Mission Day 3127 - 3133
Earth Observing-One (EO-1) General

There were 101 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:
· Conducted Hyperion solar calibration on June 9 at 02:35 UTC
Performed instrument decontamination cycles:
· Conducted Hyperion deicing on June 8 at 16:25 UTC to June 9 at 07:15 UTC
· Conducted ALI outgassing on June 8 at 16:35 UTC to June 9 at 07:25 UTC
Performed lunar calibration:
· Conducted all-instrument nominal lunar calibration on June 8 during the 09:19 UTC umbra.

· Performed modified lunar calibration (ALI & Hyperion) two orbits later using nominal scan direction

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, June 4.
Participants: Dan Mandl, Stu Frye, Jerry Hengemihle, Pat Cappelaere, Steve Chien, David Smithbauer, Rob Sohlberg, and Joe Young
Notes from the teleconference are as follows:

1.  Steve Chien does not believe that the JPL Electra processor will be evaluated in time for the HyspIRI Science Workshop in August.

2.  Steve Chien expressed concern about the value of performing full-up performance tests since HyspIRI architecture, input data, and interfaces have not been defined for the onboard system.

3.  Jerry Hengemihle retrieved the zip files containing the JPL Hyperion detection classifiers from Tom Flatley and is beginning to install them on the SpaceCube.

4.  Jerry Hengemihle is to expedite the generation of simulated HyspIRI data and the capability to read the simulated data into SpaceCube at the rate it will be coming from the HyspIRI instrument.

5.  A discussion occurred on whether Level 0.5 or Level 1R Hyperion data should be used to produce simulated HyspIRI data.  In the end a decision was made to use Level 0.5 data for the functional test to occur on SpaceCube 1.  Simulated HyspIRI data that resembles data that will be generated by HyspIRI onboard will be played into SpaceCube 2 and bandstripped for the performance test.

6.  By the August workshop meeting, proof of concept testing is to be done using L1G data instead of Level 0.5 data used in the functional testing.

7.  Steve Chien raised the concern about validation of the functional test results using Level 1G data rather than Level 1R or Level 0.5.

8.  JPL’s major end product will be a 3x4 matrix of throughputs for three processors (Rad750, Opera, & Electra) and four detection classifiers.  

9. Eventually there will be the need to create a ground and flight software lab for the HyspIRI IPM.

10. GSFC is to generate an activity flow diagram for the IPM testbed work.

11. Discussion occurred on whether HyspIRI will produce Level 1R or Level1G data onboard.  In addition, the possibility of producing atmospheric corrected reflectances was discussed.

12. There was a discussion about whether the SWAMO elements of the demo would be located all at GSFC or partially at West Virginia High Technology Foundation.

On June 9, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Stu Frye, Serhiy Skakun, Frederick Zanetta, and Joe Young.
Notes from this teleconference are as follows:

1.  Joerg Szarzynski stated that he has received about ten Participant Sheets and urged others to complete the template and send it to him.

2.  Einar Bjorki/UNOSAT had brought up the issue via E-mail as to who should take the lead in reporting for the satellite SensorWeb based flood and vector-borne disease disaster projects.  That is, should the lead be taken by our collaborative team or by the associated ministries in the benefited countries.  One opinion is that it will be difficult to locate anyone in a benefited country that has the time to take the lead.  It was concluded that the group will continue to lead and coordinate, but that when someone from a benefited country is able to take a leadership role, they can.  The UN-SPIDER will continue to lead coordination efforts since this is actually within their charter.  

3.  Dan Mandl mentioned that Einar Bjorko from UNOSAT is pursing contacts at the Centers for Disease Control and Prevention (CDC) and other contacts within countries such as Zambia and Angola.

4.  There was a discussion on the planned August technical workshop meeting with the German Aerospace Agency (DLR) and who should attend.  Joerg Szarzynski stated he would conduct correspondence with DLR and GSFC to decide on the purpose of the meeting and would send out a general announcement.  The objective is to limit the attendance to 20-30 people that can best contribute to the technical theme of the meeting.

5.  Dan Mandl made a reminder comment about the UN-SPIDER workshop meeting in Bonn in October.

6.  Dan Mandl stated that, this week, GSFC would send Joerg Szarzynski technical content related to floods for the White Paper.  

7.  Joerg Szarzynski stated that the UN-SPIDER information portal has been launched.

8.  Pat Cappelaere discussed an automatic trigger setup for the Campaign Manager via the UN-SPIDER portal that has been launched.

9.  Dan Mandl conducted a discussion on how to establish a funded partnership with the National Space Agency of Ukraine and what needs to be done.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Continued testing of new ASE automation software onboard spacecraft:

· Began dual-collect imaging on June 4 and triple-collect imaging on June 10
· Analyzed telemetry obtained during initial images to verify software functionality and spacecraft state of health

Mission Planning

Planned and conducted numerous TDRSS supports to collect telemetry during ASE r5 transition and initial spacecraft activities

· Conducted TDRSS supports to work around telemetry playback anomaly

Flight Dynamics

Analyzed slew parameters for initial dual-image and triple-image collects conducted by ASE r5 software:
· Parsed goal files built by ASPEN software at JPL

· Utilized FOT-developed MATLAB and STK tools to verify pointing parameters provided in goal files

Continued development of tools to provide increased situational awareness regarding space debris:
· Began initial testing of first version of FOT-developed scripts
Trending

Configured ITPS for external data storage on new hardware

System Administration
Received PKI certificate and configured Outlook for encrypted/signed email 

Corrected problems that were found in the backup scripts used on the 6 real-time ASIST computers (incomplete backup directory lists and/or typos)

· Utilized new scripts to perform correct backups

Converted the real-time ASIST computer used for data processing to a standalone work station (was mounting the hard drive of another ASIST computer previously)

· Allows development computer to have its OS and ASIST software upgraded

Worked with ITPS developer to configure the trending software to write telemetry files directly to external 1.5TB hard drives

GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week
Operational Discrepancies

Experienced problem on June 5 during the 17:56 UTC pass at SGS due to ground station computer running out of virtual memory and requiring a reboot:

· Experienced no major impact on EO-1 operations

UPCOMING EVENTS

Continue ASE r5 transition

Imagery Status

Scenes and Engineering Cals planned for week of May 28 – June 3, 2009             101
Total scenes and engineering calibrations planned for entire mission – approximately 45,868
Total Scenes:  ALI scenes in the Level 0 archive              41,684 (as of June 10, 2009)

                         Hyperion scenes in the Level 0 archive    41,438
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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