EO-1 Weekly Status Week of June 11 – June 17, 2009

Day of Year 162 - 168
Mission Day 3134 - 3140
Earth Observing-One (EO-1) General

There were 164 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:

· Conducted ALI internal calibration (Type II) on June 15 at 00:00
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, June 11.
Participants: Dan Mandl, Stu Frye, Vuong Ly, Pat Cappelaere, Ken Witt, David Smithbauer, Jason Stanley, and Joe Young
This teleconference essentially focused entirely on the Action Items list.  The wording for the last five items was debated and as a result, the actions’ descriptions were changed significantly.  Also, five new actions were added. 
On June 16, there was a Flood SensorWeb collaborators teleconference.  
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Stu Frye, Serhiy Skakun, Fritz 

Policelli, and Joe Young.
Notes from this teleconference are as follows:

1.  Fritz Policelli reported on a recent trip made to a number of countries in Africa such as Namibia, Zambia, and Gabon.  Together with members from RCMRD, meetings were held with various ministries and hydrologists from the countries that had an interest in the prediction and management of disasters produced by floods.  Fritz stated that the goal of the effort in which he is participating is to produce a high resolution hydrology model of the entire watershed for the Lake Victoria region.

2.  The technical workshop to be held in Bonn on August 25-27 was discussed with regards to its purpose and the appropriate attendees.  The current understanding of the purpose is to specifically explore the possibilities on how NASA, NOAA and DLR could cooperate regarding the further development of Integrated Flood Management Systems.  Special focus should be on system competence regarding sensor webs, early warning modules and modeling components, as well as sophisticated GIS applications and rapid mapping procedures.  It was agreed that the attendees should include representatives from the health community.  Stuart Frye agreed to transmit a draft agenda for the workshop by the end of the day, June 16.  

3.  Dan Mandl stated that the GSFC input to the White Paper would be sent to Joerg Szarzynski by June 19.

4.  Stuart Frye agreed to send the group the IGARSS meeting agenda.

5.  Serhiy Skakun is to send the Namibia RADARSAT files to the entire group.

6.  Dan Mandl stated that we now have FORMOSAT, EO-1, and RADARSAT images of Lake Liambezi flooding.  These images can be added to our effort’s overview video. 

7.  There was a discussion of how the GSFC Campaign Manager is interacting with the UN-SPIDER portal to automatically post requests for International Charter activation to the Campaign Manager.  Part of the discussion centered on the need to consider multiple satellite assets and the probability of multiple tasking requests for the same event and thereby posing an issue for the automated system to resolve.  It was agreed that this issue will be a good agenda topic for the August workshop meeting in Bonn.

8.  Dan Mandl agreed to create a chart and block diagram that show the sequence of nominal daily system actions that would be invoked to cover any particular event.

9.  Dan Mandl is working with NASA Headquarters on obtaining clearance on providing funding for international partners.

10. Pat Cappelaere raised the subject of how security is to be provided for the UN-SPIDER portal.  The UN-SPIDER representative, Lorant Czaran, asked Pat to make recommendations.  It was suggested that the security be implemented in two phases.  Phase I could consist of providing UN-SPIDER users with OpenID accounts on the NASA/GSFC server.  Phase 2 could consist of providing the OpenID software for implementation on the UN-SPIDER Bonn office.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Began construction of a new development T&C station in the MOC:

· Archived all data on legacy system

· Installed new operating system and updated version of ASIST to match other workstations in MOC

· Began configuration of real-time software

Continued testing of new onboard ASE automation software:

· Analyzed telemetry obtained during triple-collect images and bandstripping to verify software functionality and spacecraft state of health

· Provided instrument temperature data for analysis as part of ASE r5 testing

Conducted network connectivity testing in support of updates at the Poker Flats antennas
Mission Planning

No change from last week.
Flight Dynamics

Analyzing impact of “solid tides effect” variance on MLT calculations in FreeFlyer 6.5:
· Tested version 6.5 against earlier tests with 6.0 to determine if solid tides model change in 6.5 resolves differences between predicted and observed MLT

· Successfully matched observed MLT in initial tests using FreeFlyer 6.5

· Executing medium-to-long term orbit propagations to quantify impact on operational burn schedule and rate of fuel usage

Continuing migration of all flight dynamics processes to new hardware:
· Configured new hardware to receive & automatically process binary tracking data files from ground stations

· Observed anomaly in how new system processes first data point in each file

· Determined first data point has no impact on orbit determination since such low elevation points are so noisy as to be discarded by software filter

· Developing system to ignore first data point in tracking data compilation

Continued development of tools to provide increased situational awareness regarding space debris:
· Continued testing of first version of FOT-developed scripts
Trending

Rescheduled change in ITPS configuration regarding location of ingested data file

System Administration
Continued resolution of UDP traffic broadcast over network:

· Conducted configuration changes last computer believed to be issuing UDP traffic

· Awaiting verification of cessation of traffic

Rebuilding spare legacy T&C system in MOC to meet current security standards so that system can be used as part of MOC process improvements:

· Reconfigured dependent system to be independent of rebuilt system

· Installed OS and T&C software

· Updated OS kernel to resolve Red Hat vulnerability related to PatchLink

Conducted unsuccessful testing of imaging software hoped to be used for disk imaging of MOC hardware:
· Observed computer reporting successful image, but was unsuccessful at loading image

· Continuing research into issue

GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week
Operational Discrepancies

Experienced no station operational discrepancies this week
UPCOMING EVENTS

Continuing ASE r5 transition:

· Test capability to modify onboard ground station schedule
Imagery Status

Scenes and Engineering Cals planned for week of June 11 – June 17, 2009             164
Total scenes and engineering calibrations planned for entire mission – approximately 46,032
Total Scenes:  ALI scenes in the Level 0 archive              41,837 (as of June 17, 2009)

                         Hyperion scenes in the Level 0 archive    41,590
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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