EO-1 Weekly Status Week of July 9 – July 15, 2009

Day of Year 190 - 196

Mission Day 3162 - 3168

Earth Observing-One (EO-1) General

There were 185 Data Collection Events (DCEs) scheduled this week:

Anticipate retrieving all images:

· Received notice of WGS S&X-band contact on July 15 at 14:12 UTC being cancelled after goal load already delivered to spacecraft

· Determined Hobart support on July 15 at 13:20 UTC will capture same data due to be downloaded at WGS

· Anticipate delay in data being received from Hobart, per usual delivery timeframe

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration:

· Conducted ALI internal calibration (Type II) on July 13 at 00:00 UTC

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, July 9 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Rob Sohlberg, Ken Witt, Pat Cappelaere, Jerry Hengemihle, Zack Gonnsen, Vuong Ly, and Joe Young.

Notes from this teleconference are as follows:

1.  There was a discussion about the Direct Broadcast (DB) capability that was proposed by the Direct Readout Laboratory with the HyspIRI team as reported in last week’s EO-1 status report.  The issues discussed were as follows:

· The 24/7 coverage versus known constraints imposed on the DB system by having to turnoff over DSN sites and the mission will not turn on DB when no receiving antenna requires downlink.

· The team concluded that DB could provide full coverage of the U.S. because the U.S. enough antenna sites to satisfy constrains for every 19 day repeat cycle.

2.  The team needs to work with Pat Coronado to develop DB slides to be presented at the August HyspIRI workshop.

3.  Yen-Ben Cheng has produced 30 m pixel simulated Level 1R HyspIRI data by stitching together Hyperion scenes pulled at random form the archives.  The resulting file size was 9 GB and provided several challenges to move it into the SpaceCube processor to perform a functional test.  For a performance test, we will need 60 m pixel data in Level 1G format and the files size will be reduced to 2.25 GB.

4.  The team agreed that the first thing to do to prepare for the August workshop is to load Level 1G Hyperion data onto SpaceCube1 and run a WCPS compiled algorithm in SWAMO so the output product can be displayed in Google Earth.

5.  The team next discussed more about the performance test planned for SpaceCube2.  Jerry Hengemihle is to send 1st draft of Microtel’s plan for IPM HyspIRI testbed work.  This plan will detail how bandstripping will be performed on simulated HyspIRI data.

6.  The difference between use of Level 1R onboard EO-1 versus use of Level 1G on SpaceCube1 on ground was discussed in terms of how performance results would compare.  Part of the AIST work statement is to compare performance of SpaceCube with actual performance results from EO-1.  In order to provide for a more direct comparison of performance, an approach would be to put Level 1R Hyperion data on SpaceCube1 and try to run the Web Coverage Processing Service (WCPS) algorithm on the Level 1R data but additional work would then be required to put the output product onto Google Earth since Level 1R is not gelocated.

7.  Dan Mandl requested that a short WCPS screencast be produced by West Virginia High Tech Foundation (WVHTF) and Pat Cappelaere to be shown at the August HyspIRI workshop.

8.  Vuong Ly is to check with Tom Flatley on when the SpaceCube2 board will be delivered and made available for our use.

9. Dan Mandl mentioned that one of the agenda items in the HyspIRI August workshop was HyspIRI remote sensing as related to “Human Well-Being” that could logically encompass the use of hyperspectral data to help produce prediction models for vector borne diseases such as malaria.  Rob Sohlberg then noted that Asaph Anyamba at UMBC and GSFC Code 614 has conducted mosquito borne disease studies for Rift Valley Fever.

On Tuesday, July 14, there was a Flood SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Lenny Roytman, Serhiy Skakun, DLR representative, and Joe Young.

Notes from this teleconference are as follows: 
1.  Lenny Roytman contacted Nomsa Ushona and gave her the procedures for obtaining training for Namibian personnel from NOAA and SERVIR.

2.  It was reported that SERVIR and USAFRICOM are cooperating in establishing an activity in Namibia.

3.  Dan Mandl is talk with Dan Irwin about the SERVIR activity in Namibia.

4.  Lenny Roytman suggested that an Indian hyperspectral satellite be considered as another asset. 

5.  Dan Mandl is continuing to pursue getting funding established for support from the National Space Agency of Ukraine.

On Tuesday, July 14, there was a teleconference with Betsy Middleton from the Mission Science Office (MSO).  Betsy Middleton is to present information related to “Human Well-Being” with respect to HyspIRI applications at the August HyspIRI Science Workshop.  Therefore, the purpose of this teleconference was to give Lenny Roytman (CUNY) the opportunity to explain his past activities in the use of satellite remote sensing data to monitor mosquito borne malaria outbreaks and prediction modeling and his interest in potential use of HyspIRI hyperspectral data to advance this kind of activity.  Lenny Roytman is to send several papers he has written on this subject that Betsy may find of value in preparing her presentation.

Participants were Betsy Middleton, Dan Mandl, Lenny Roytman, and Joe Young.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Continued construction of new development T&C station in MOC

· Corrected automated processing of daily schedule files received from JPL

· Installed and configured additional Perl modules needed in rebuild of T&C workstation

Continued testing of new onboard ASE automation software

· Provided instrument temperature data for analysis as part of ASE r5 testing

Began formulating design of new system for FOT monitoring of telemetry and FOT collaboration with ground stations outside of business hours

Improved automation software utilized to monitor queue of upcoming ground station contacts in real-time automation system

· Modified system to only notify FOT if queue contains only three or less contacts and cannot be automatically repopulated

· Desired modification since old system paged FOT regardless of whether queue could be repopulated, leading to large volume of unnecessary pages

Mission Planning

Began analysis of whether EO-1 can be used to support LRO mission by observing LCROSS impact on Lunar South Pole on October 9, 2009

· Discussed spacecraft capabilities and limitations with LRO personnel

· Began study of whether effort would violate any EO-1 operational constraints

· Received approval to support LRO if no constraints are violated

Flight Dynamics

Continuing migration of all flight dynamics processes to new hardware

· Completed construction of parent automation script that will launch subscripts which have already been migrated to new hardware

· Began testing of parent automation script

Determined timing of next MLT-maintenance maneuvers

· Utilized new version of FreeFlyer software since FOT discovered MLT anomaly in old software

Began establishing new system for ground stations to deliver tracking data to new hardware

· Establishing separate account on flight dynamics workstation for use by ground stations

Trending

Established procedure for ingestion of old telemetry on front end machine into ITPS

· Anticipate using this new procedure for population of ITPS database

· Determined using this method instead of ingesting real-time data would increase data capture by 50-100%

· Discovered old telemetry already processed by front end engineer includes housekeeping data recorded during image collection, whereas data ingested via real-time does not

System Administration

Continued upgrade process for the development ASIST computer

· Configured certificate based SSH to the prime mission planning system

· Added Net/SCP ActivePerl module that is used by automation scripts

Enabled PatchLink updates to only occur for three hours per week on two real-time systems

· Tested cron jobs successfully that were created to start/stop PatchLink on a weekly basis

Started rebuilding the computer that is used as a countdown clock

· Tested imaging software successful on the system before formatting the computer

· Upgraded operating system to Fedora 10

· Added users and populated their home directories using the most recent system backup

· Installed ActivePerl and sendmail

· Obtained an IONET IP address for the system (previously on CNE)

· Received approval from security to leave system on network after successful security scan

Added a new user to the prime flight dynamics computer

· Incorporated user into Cygwin to allow SSH into the system as this user

Addressed July CNE vulnerabilities

· Installed Adobe 9.1.2, QuickTime 7.62.14.0, and Firefox 3.5 

Continued configuration of two new laptops for use by EO-1 FOT as office PCs

GROUND AND SPACE NETWORK

Station Downtimes

· Required PF1 pass on July 10 at 09:01 UTC to be conducted by PF2 since PF1 was temporarily Red

· Notified that HGS support on July 14 at 12:42 UTC was missed due to station misconfiguration
Operational Discrepancies

Processing backlogged Level 0 data

· Notified that support engineer has nearly completed processing backlogged data

UPCOMING EVENTS

Planned software patch to ASE r5 code

· Anticipate patch to occur in early-to-mid July

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Will experience Solar Eclipse, starting at 02:15 UTC on July 22

· Planning no images or engineering activities during this orbit 

Will conduct inclination maneuvers to maintain spacecraft MLT on August 11 and August 13

Imagery Status

Scenes and Engineering Cals planned for week of July 9 – July 15, 2009             185

Total scenes and engineering calibrations planned for entire mission – approximately 46,732

Total Scenes:  ALI scenes in the Level 0 archive              42,519 (as of July 15, 2009)

                         Hyperion scenes in the Level 0 archive    42,272
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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