EO-1 Weekly Status Week of July 2 – July 8, 2009

Day of Year 183 - 189

Mission Day 3155 - 3161

Earth Observing-One (EO-1) General

There were 160 Data Collection Events (DCEs) scheduled this week:

· Retrieved all images since no problems were experienced at ground stations

INSTRUMENTS

All instruments operated nominally this week 

· Performed instrument decontamination cycles

· Conducted Hyperion deicing on July 6 from 00:25 UTC to 15:15 UTC

· Conducted ALI outgassing on July 6 from 00:35 UTC to 15:25 UTC

· Performed lunar calibration

· Conducted all-instrument nominal lunar calibration on Wednesday, July 8during the 02:11 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) performed two orbits later using nominal scan direction

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, July 2 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Rob Sohlberg, Jerry Hengemihle, Zack Gonnsen, and Joe Young.

Notes from this teleconference are as follows:

1.  Inquiry was made about whether the new board for SpaceCube 1 had arrived.

2.  Jerry Hengemihle was asked to check with Vuong Ly on the status of the new SpaceCube 2 ML 507 board.

3.  Yen-Ben Cheng has created simulated 30 meter pixel size HyspIRI data from Hyperion data by stitching together 22 scenes.  

4.  Zack Gonnsen has obtained the JPL test data that will operate on the algorithms running on EO-1.

5.  We need algorithms from JPL that they are running on the ground in the WPS.

6.  Rob Sohlberg was asked to present a keynote address titled “Use of VIS/NIR/SWIR/TIR Remote Sensing for U.S. Wildland Fire Characterization and Management: Potential for HyspIRI Wildfire SensorWeb Activity” at the August HyspIRI workshop. 
7.  There was discussion on where low latency of HyspIRI data products will be of value.  For example, for forest fires and volcanoes, low latency capability will often trigger the acquisition of valuable follow-up images while the event is still active.

8.  A meeting is planned for July 7 at GSFC with the GSFC Direct Broadcast Laboratory personnel together with JPL HyspIRI collaborators to discuss the low latency configuration.

On July 6, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton. The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Fred Huemmrich, Steve Ungar, Pat Cappelaere, Dan Mandl, Stu Frye, and Joe Young.  The topics that were discussed are as follows:

· The MSO EO-1 database and data management

· Announcement of USGS EO-1 data policy change

· Stu Frye obtained a dump of the ALI and Hyperion database from USGS/EROS.  This dump will form the archived portion of the new MSO database.  Future contents of the database will be extracted from local ALI and Hyperion Level 1G processing combined with manual inputs and vegetation classifications from the MODIS land-cover database.

On Tuesday, July 7 there was held a meeting on the aspects of using Direct Broadcast to downlink HyspIRI data.  Participants were Dan Mandl, Simon Hook, Robert Green, Pat Coronado, Kelvin Brentzel, Bogdan Oaida, Steve Chien, and Pat Capellaere, .  Notes from this meeting are as follows:

Objective: The HyspIRI IPM will cater to user applications by providing low-latency data on a regional scale through use of Direct Broadcast (DB) capability.

Boundary Conditions:

· The Intelligent Payload Module (IPM) must use high heritage technology; new technology may be allowed to the extent that it does not impinge on the flight system resources (i.e. mass, power, volume)

· The DB capability must be compatible with ground capability at the time of HyspIRI operations

· Single-string redundancy

· The IPM will have access to all raw, uncompressed instrument data (on the order of 1Gbit/s), 24/7, without down sampling at night or over oceans

· Resource permitting, the IPM will broadcast in 24/7 mode; however, it will not be permitted to drive or substantially increase the S/C resource needs (i.e. power, mass, volume)

· The IPM will receive commands via the S/C CDH system and will have only transmit capabilities

· The IPM must provide its own transmit capability (e.g. transmitter, antenna, etc.), separate and independent of the main S/C downlink

· The IPM downlink antenna will be body-mounted (not gimbaled)

Action Items:

· Long-term (GSFC)

· Identify end-to-end design capable of operating within the specified boundary conditions

· Deliver Master Equipment List (MEL) of IPM

· Deliver mass, power, and volume requirements of IPM

· Deliver cost of developing complete end-to-end IMP

· For August 2009 Workshop

· Deliver conceptual block diagram showing (GSFC)

· Data-flow

· Interfaces to:

· Instruments

· S/C CDH

· Ground network

· Components (at a high level)

· Matrix of processors and performance with associated power, mass, volume (GSFC+JPL)

· Operational scenarios and potential applications (JPL+GSFC)

On Tuesday, July 7, there was a Flood SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Serhiy Skakun, Pat Cappelaere, and Joe Young.

Notes from this teleconference are as follows:

1.  Lenny Roytman initiated a discussion about the need to conduct flood management training for pertinent Namibian personnel.  Dan Mandl reminded the participants that SERVIR does already conduct such training for African and Caribbean countries.

2.  Dan Mandl agreed to talk with Fritz Policelli about having SERVIR conduct appropriate training for Namibian personnel.

3.  Lenny Roytman recommended that NOAA training for metrological data should also be considered for applicable African audiences. 

4.  Lenny Roytman reported that he has a graduate student working in Burkina Faso, Africa in conjunction with several health related ministries regarding control of malaria.

5.  Dan Mandl had a discussion with Serhiy Skakun asking how to better differentiate between multiple overlaid images by use of different colors in Google Earth for the RADARSAT 2 images supplied by Serhiy.

6.  Stu Frye suggested that the new ASTER data based digital elevation model (DEM) world topography map replace use of the GTOPO30 topographical map in performing Level 1G processing of EO-1 data while awaiting use of the SRTM 30 meter DEM.

7.  Stu Frye is to attend the IEEE IGARSS 2009 Conference in Cape Town, South Africa on July 12-15 and present a paper entitled “Overview of the Namibian Flood/Disease SensorWeb Pilot Project.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· Continued nominal spacecraft state of health

· Continued construction of new development T&C station in MOC

· Continued testing real-time automation software

· Conducted successful uplinks of spacecraft goals

· Conducted successful downlinks of spacecraft science metadata

· Improving monitoring of Star Tracker telemetry

· Cooperating with attitude control engineer to determine values of attitude covariance to use for monitoring of Kalman filter data and AST

Mission Planning

· Repaired custom software used in generating mission planning daily reports 

· Observed failures in Excel macros once upgrade to Office 2007 occurred

· Fixed logic in macros which failed due to change in worksheet size implemented in Office 2007

Flight Dynamics

· Continuing to migrate of all flight dynamics processes to new hardware

· Began constructing parent automation script that will launch subscripts which have already been migrated to new hardware

· Monitored close approach of debris object 29596

· Received Conjunction Assessment (CA) report early on July 2 regarding possible conjunction with debris on July 3

· Obtained probability of conjunction (Pc) of 0.3%

· Planned avoidance maneuver

· Requested and received increased reporting of debris object from CA group at GSFC

· Received subsequent reports late July 2 and early July 3 that showed Pc equal to 0%

· Declared spacecraft safe and did not perform maneuver 

System Administration

· Enabled PatchLink updates to only occur for three hours per week on two real-time systems

· Planning to use similar approach on other machines

· Addressed UDP traffic issues

· Added firewall rule to block traffic from legacy computer that has resisted configuration changes

· Removed extraneous computer from network

· Removed three computers in MOC and flight software lab from CNE network

· Preparing to place two in flight software lab on private network

· Beginning rebuild of third machine in MOC as part of effort to place on OpenIO network

· Began configuration of two new laptops for use by EO-1 FOT as office PCs

· Configured certificate-based ssh between computers at EO-1 MOC and JPL

GROUND AND SPACE NETWORK

Station Downtimes

Experienced no station downtimes this week

Operational Discrepancies

· Processing backlogged level zero data

· Observed problems with level zero processing on June 26

· Cooperated with support engineer to attempt to resolve issue

· Notified that level zero processing is back online, starting on July 2

UPCOMING EVENTS

Planned software patch to ASE r5 code

· Anticipate patch to occur in early-to-mid July

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Will experience Solar Eclipse, starting at 02:15 UTC on July 22

· Planning no images or engineering activities during this orbit 

Imagery Status

Scenes and Engineering Cals planned for week of July 2 – July 8, 2009             160

Total scenes and engineering calibrations planned for entire mission – approximately 46,547

Total Scenes:  ALI scenes in the Level 0 archive              42,247 (as of July 8, 2009)

                         Hyperion scenes in the Level 0 archive    42,000
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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