EO-1 Weekly Status Week of July 16 – July 22, 2009

Day of Year 197 - 203

Mission Day 3169 - 3175

Earth Observing-One (EO-1) General

There were 162 Data Collection Events (DCEs) scheduled this week:

Retrieved all images:

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles

· Conducted Hyperion deicing on July 20 from 01:00 UTC to 15:50 UTC

· Conducted ALI outgassing on July 20 from 01:10 UTC to 16:00 UTC
Performed instrument calibration:

· Conducted Hyperion solar calibration on July 22 at 10:13 UTC

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, July 16 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Rob Sohlberg, Pat Cappelaere, Jason Stanley, David Smithbauer, Zack Gonnsen, Vuong Ly, Walt Truszkowski, Yen-Ben Cheng, and Joe Young.

Notes from this teleconference are as follows:

1.  The new team person, Walt Truszkowski, was given a summary briefing of the HyspIRI IPM testbed activity.

2.  There was a discussion on the stitching together of 20 Hyperion scenes to create simulated HyspIRI data and the use of random Hyperion scenes versus using 20 consecutive scenes.

3.  Stu Frye asked Zack Gonnsen to review the OAXACA series of images to determine what targeting would be required to fill in the missing Hyperion collects to complete the set of contiguous images.

4.  Pat Cappelaere suggested stitching together five ALI scenes to produce simulated HyspIRI data.  It was also suggested to use a Landsat 7 scene that was acquired before the scan line collector mirror failure.

5.  The team agreed that the first thing to do on SpaceCube1 processor is to run the NDVI algorithm produced by Pat Cappelaere’s WCPS, encapsulated by the WVHTF SWAMO, and complied and configured on SpaceCube1 with Hyperion Level 1G data placed in RAM on the SpaceCube1 processor.

6.  The second thing to do on the SpaceCube1 processor is to run the JPL provided algorithms that are running on EO-1 using Hyperion Level 0.5 data from JPL.

7.  It was agreed that the August Science Workshop Intelligent Paylaod Module (IPM) demo is to combine JPL and GSFC results of IPM testbed experiments and to show short videos of screen captures from the WCPS/SWAMO/cFE toolbox.

8.  Rob Sohlberg suggested that we work with simulated HyspIRI data produced by other Science team members.

9.  It was suggested that the Phase 1 IMP demo show Hyperion data processing end-to-end.

10. Stu Frye suggested that end-to-end processing of IPM include bandstripping of Hyperion data and processing to Level 1R in addition to the WCPS/SWAMO/cFE run.  This would show how long SpaceCube1 takes to do the process as compared to EO-1 Mongoose V timing.

11. It was recommended that the IPM testbed include a demo of Direct Broadcast HD TV as an EO-1 experiment as an alternative to X-band.

On Tuesday, July 21, there was a Flood SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Lenny Roytman, Serhiy Skakun, Joerg Szarzynski, and Joe Young.

Notes from this teleconference are as follows: 
1.  Joerg Szarzynski discussed the latest agenda for the Bonn workshop.

2.  Dan Mandl suggested that remote sensing training be added to the agenda.

3.  Joerg Szarzynski gave a brief report on the recent GEOSS Geneva workshop where there were significant discussions related to both vector and water borne diseases given by representatives from the World Health Organization (WHO).

4.  Recommendation was made to have WHO be a participant in the Flood SensorWeb activity.

5.  Dan Mandl is to generate a first draft of the White Paper technology basis section.

6.  Dan Mandl is pursuing MOU’s with both the Ukraine and Taiwan space agencies.

7.  Dan Mandl is working to get a grant to Lenny Roytman to work on the Flood/Disease SensorWeb.

8.  Dr. Jack de Vries of Namibia is in the process of being formally nominated as a collaborator in order to participate with our effort.

9.  Dan Mandl related that he has had some discussion with Global Hawk Unmanned Aerial System (UAS) personnel about Global Hawk over-flights of Africa to acquire pertinent imagery.  

On July 21, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton. The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Fred Huemmrich, Steve Ungar, Pat Cappelaere, Dan Mandl, Stu Frye, and Joe Young.  The topics that were discussed are as follows:

1. Stu Frye letters with respect to concerns by Dr. Gross and Dr. Hill over the USGS transition were discussed.

2. Steve Ungar stated that Level 1G Hyperion is problematic to hyperspectral researchers because of loss of ability to access the actual noise level in Level 1G data.

3. There was extended discussion about Level 1G format versus Level 1R format. 

4. Shortly, Hyperion Level 1R and 1G can be run at GSFC Bldg 23 as a front end to the ATREM atmospheric correction and reflectance produce generation web service.

5. It was agreed that all Calibration sites Hyperion Level 1R data will be put on-line at GSFC.  

6. Stu Frye emphasized that we need a EO-1 Science Data Produce “Users Guide” that details the steps for generating all products for ALI and Hyperion.

7. Steve Ungar stated that any negative Level 1R radiances are to be kept and compensated for in the reflectance data product generation.

8. The team agreed that the first order reflectance product to be computed is the Top of Atmosphere (TOA) reflectance rather than at the instrument or ground.

9. Steve Ungar said we should use the Thuillier solar model.

10. Betsy Middleton established a Hyperion data atmospheric correction/reflectance working group to finalize all the processing steps to automate the computational sequence.

11. Betsy Middleton has two IRAD proposals, Steve Ungar has one, Dan Mandl has one, and Fritz Policelli has one that are all related to hyperspectral science and applications.  All five Step 1 proposals were accepted and Step 2 proposals are due August 5.

13. There was a wide ranging discussion concerning HyspIRI IPM testbed activities.  One issue was how to simulate HyspIRI data using Hyerion, ALI. or Landsat 7 data.  Another item concerned the possibility of delivering geolocated and atmospheric corrected data form on-board satellite computations.  The team agreed that the geolocation attributes need to be applied to the processing sequence as the last step in order to preserve the spectral purity of the atmospheric correction/reflectance calculations.

14. There was discussion about EO-1 images cloud scoring by USGS.  It is understood that these cloud scores are computed for ALI images and are stored in both ALI and Hyperion database inventories.  Our MSO wants to harvest the cloud scores from USGS.  They also want to explore computing cloud scores directly for Hyperion data using the MIT cloud detection algorithm.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· -Experienced Solar Eclipse, starting at 02:15 UTC on July 22

· Controlled spacecraft during this orbit using ATS load

· Performed no images or engineering activities during this orbit

· Completed construction of new development T&C station in MOC

· Tested ability of workstation to playback telemetry hosted on all front end computers

· Enabled certificate-based connections between new T&C station and new flight dynamics workstation

· Continued testing of new onboard ASE automation software

· Analyzed power data from end of r4 operations to start of unconstrained triple collects via r5 software

· Observed no differences from r4 power usage

· Compiling data for time period in which triple collects were unconstrained (i.e., no limits placed on number of triple collects per day

· Compiling wheel speed data to study wheel speeds during image collects

· Provided instrument temperature data for analysis as part of ASE r5 testing

· Continued study of Star Tracker performance

· Compiled values of Kalman filter estimate of attitude covariance to capture frequency and duration of Star Tracker outages

· Collaborating with subsystem engineer to confirm equipment state of health and appropriate values for covariance to use as Yellow and Red limits

· Continued design of new system for FOT monitoring of telemetry and FOT collaboration with ground stations outside of business hours

· Drafted outline of overall plan

· Began discussion of draft outline

· Began construction of system to look for signs of attempted commanding of EO-1 spacecraft outside of times in which MOC is in contact with EO-1

· Added monitoring of telemetry at AOS regarding transfer frame, codeblock, command, and command status

· Began testing of new monitoring code on recently-completed development T&C workstation

Mission Planning

· Continued analysis of whether EO-1 can be used to support LRO mission by observing LCROSS impact on Lunar South Pole on October 9, 2009

· Performed study of whether effort would violate any EO-1 operational constraints

· Received guidance from mission management to utilize lunar calibration sequence instead of building new sequence for LCROSS support

· Completed migration of mission operations clock back to rebuilt computer on OpenIO network

· Enables FOT to start rebuild of spare T&C station to act as a system dedicated to front end processing

Flight Dynamics

· Continuing migration of all flight dynamics processes to new hardware

· Continued testing of scripts migrated to new hardware

· Constructed automated process for launching flight dynamics support scripts on new hardware

· Began testing automated process

· Determined other non-flight dynamics automated processes currently being run on the legacy flight dynamics system

· Studying how best to migrate these processes away from the legacy hardware 

· Continued establishment of new system for ground stations to deliver tracking data to new hardware

· Established separate account on new flight dynamics workstation for use by ground stations with limited privileges

· Constructed script to perform additional level of processing necessary on new workstation

· Contacted ground stations to begin process of adding new workstation to distribution list of tracking file data

Trending

· Utilized procedure for ingestion of old telemetry on front end machine into ITPS in order to capture data stored in housekeeping during science collects

· Determining best method to incorporate procedure into regular operations

System Administration

· Completed upgrade process for the development ASIST computer

· Configured certificate based SSH between the new ASIST computer and the mission planning computer

· Configured certificate based SSH between the new ASIST computer and the flight dynamics computer

· Completed the upgrade process for the computer that is used as a countdown clock

· Added and configured that backup script that will be run weekly on this computer

· Installed the Time/Date Perl modules that are called by the clock script

· Created cronjobs to run the PatchLink service for 3 hours weekly on two T&C stations and clock computer

· Updated Red Hat kernel on two real-time ASIST computers to fix vulnerabilities

· Archived the contents of the next real-time ASIST computer that will be upgraded from RedHat3 to RedHat4 onto an external hard drive 

· Continued configuration of new FOT laptops for the CNE network.

· Received report of initial scan showing one high and four medium vulnerabilities per computer

· Planning to schedule a rescan after these issues have been addressed

GROUND AND SPACE NETWORK

Station Downtimes

· Missed two SGS S-band supports on July 20 since SGS was red from 16:20 UTC to 23:20 UTC

· Notified that PF1 and PF2 supports are on a best effort basis starting on July 21 at 19:30 UTC due to network timeout issues

Operational Discrepancies

· Observed missing and invalid tracking data from SGS on July 19 and July 20, just before SGS went Red on July 20

· Notified ground station of issues, only to receive notice of station going Red shortly thereafter

UPCOMING EVENTS

Planned software patch to ASE r5 code

· Anticipate patch to occur in late July or early August

· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Perform Lunar calibration

· Conducting all-instrument nominal lunar calibration on Thursday, August 6 during the 16:25 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) to be performed two orbits later using nominal scan direction

Will conduct inclination maneuvers to maintain spacecraft MLT at 10:00am on August 11 and August 13

Imagery Status

Scenes and Engineering Cals planned for week of July 16 – July 22, 2009             162

Total scenes and engineering calibrations planned for entire mission – approximately 46,894

Total Scenes:  ALI scenes in the Level 0 archive              42,681 (as of July 22, 2009)

                         Hyperion scenes in the Level 0 archive    42,435
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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