EO-1 Weekly Status Week of January 29 – February 4, 2009

Day of Year 029 - 035
Mission Day 2999 - 3005
Earth Observing-One (EO-1) General

There were 111 Data Collection Events (DCEs) scheduled this week, but due to occurrence of an anomaly on the switch that controls the Hyperion power, 24 DCE’s were not acquired.  

INSTRUMENTS

All instruments operated nominally this week with the exception of a two day Hyperion power off anomaly associated with a SSPC state mismatch.  A description of this anomaly, recovery and resulting consequences is given below.
A single event upset (or latch-up) on the solid state power controller (SSPC), that powers Hyperion, caused the instrument to turn OFF at about noon on Friday Eastern Standard Time (EST), January 30, 2009.  All imaging operations were suspended during the anomaly.  The Flight Operations Team (FOT) was instructed by Stu Frye to reset the SSPC by commanding it to open then close again after which the instrument showed power positive shortly before 8:00PM EST that evening.  The instrument was restarted Friday evening and preparations were made to restart the mission autonomy operations by 00:00 UTC on Day 32 (Saturday, 01/31/09 at 7:00PM EST at GSFC).  It was suspected that latch-up of the SSPC caused the power off anomaly because two other failures of this type had occurred during the mission and in addition, the WMAP mission had seen similar failures with the SSPC operation on-board the WMAP spacecraft.  The symptom is that the SSPC reports stale telemetry showing the circuit closed when it actually had opened, stopped sending power, and stopped reporting correct status.  The two previous incidents on EO-1 involved the Attitude Control Electronics (ACE) subsystem in 2002 and the Wide-band Advanced Recorder Processor (WARP) in 2005.  On all previous occurrences of this symptom on EO-1 and WMAP, commanding the SSPC to open then close again had always accomplished a successful reset, and it worked again this time.  As a result of this anomaly, 24 scenes were not acquired.  Added details of the FOT time line actions are given below under mission operations.
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On January 29, Dan Mandl, Stu Frye, Fritz Policelli, and Bob Adler, went to NASA HQ to meet with Craig Dobson, Guy Seguin, and Andrew Eddy to discuss the Committee on Earth Observation Satellites (CEOS) disaster management societal benefit team interactions with the Flood SensorWeb team.  It was suggested that someone from the Flood SensorWeb team come to the next meeting of the CEOS SIT (System Implementation Team) in Cocoa Beach, FL on March 3-4 to present the Flood SensorWeb status at the Disaster Management Societal Benefit Area (SBA) subgroup.  The Flood SensorWeb activity is being conducted in collaboration with  the CEOS Working Group on Information Systems and Services (WGISS) as a pilot activity.  In addition, the same team is leading the effort for the Caribbean Flood Pilot which is being carried out as part of the GEOSS second Architecture Implementation Pilot (AIP-2).  Stu Frye has been asked to lead the continuity effort  for the Caribbean Flood Pilot after AIP-2 has been completed, under a new task for the Group on Earth Observations (GEO), DI-09-02b.
After that meeting, the group attended an off-site lunch meeting to continue the discussion on flood sensor web with Prof. Cheng-Chien Liu (Taiwan Cheng-Kung Univ/FORMOSAT-2), Jennifer Lewis and Kurt Barrett (NOAA/National Weather Service), Stu Gill, Carlos Colonado, and Eric Anderson (World Bank).  Many collaboration opportunities were identified.  EO-1 supplied flood images of Guyana, SA to the participants, and the World Bank is planning to use these images as part of a parametric risk assessment to be conducted on-site in Guyana the following week.  As a result of this meeting, Prof. Liu volunteered to receive tasking request triggers from the GeoBPMS Campaign Manager.  Using these triggers, Prof. Liu tasked FORMOSAT-2 on February 1-2 for the flooded area in Mozambique and delivered data that was used to produce a pan-sharpened image of the FORMOSAT scene.  It so happened that the EO-1 Hyperion power down anomaly prevented EO-1 from taking an image of that same target scene.  This demonstrated clearly the value of a SensorWeb in that since FORMOSAT-2 data was delivered of the same area, the overlap of assets in the SensorWeb provided a more robust remote sensing response to the disaster. 
A new strategy emerged from this meeting for use of  the International Charter (IC) based on predicted floods rather than only on an after the fact declared emergency.  The strategy is to work through individual CEOS member organizations to test the reliability of the flood forecast system in a parallel effort and then if successful, present the results to CEOS member organizations..

A teleconference between the Flood SensorWeb collaborators was held on February 3.  The following items of interest were discussed:

1.  Jolyan Martin (ESA/ESRIN) was contacted to discuss the ability to automatically trigger Envisat for Flood SensorWeb targets..
2.  JAXA (Japan Space Agency) posted ALOS data in their catalog for 5-6 major flood events in 2008 as requested by Stu Frye.
3.  Guy Seguin sent an email containing web links to RADARSAT-2 Flood Track data.
4.  The new strategy for contacting individual CEOS members instead of trying to activate the IC was discussed with UNSPIDER participants.
5.  Andrew Eddy volunteered to email a request to DLR (German Space Agency) to participate in the flood sensor web in conjunction with their CEOS role.
6.  The optimal combination of Flood SensorWeb tasking requests should include optical, radar, and thermal infrared instruments to collect multiple coordinated and complementary data sets.
There was a Mission Science Office meeting held on February 3.  The meeting was chaired by Elizabeth Middleton and was attended by Petya Campbell, Fred Huemmich, David Landis, Lawrence Ong, Nathan Pollack, Yen-Ben Cheng, Qingyuan Zhang, Larry Corp, Steve Ungar, Dan Mandl; Stu Frye, and Joe Young.  The items of most interest to the EO-1 Operations and Sensor Web teams that were discussed are as follows:
1.  The EO-1 normal operations will be interrupted the second and third weeks in February to perform a series of special ALI dark calibration operations in support of the LDCM mission. 
2.  Preparation for the upcoming Senior Review at NASA Headquarters was discussed.  The content of the EO-1 proposal, for continued operations in FY10-FY11, was reviewed and assignments were given to various people to prepare material for specified sections.  Basically, the strategy is to update the previous proposal so as to create a new full proposal.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week with the exception of the time during which the Hyperion anomaly was being addressed.  
EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Hyperion Anomaly:

· On January 30, a single event upset occurred on the solid state power controller (SSPC) that powers Hyperion causing the instrument to turn off.

· Included below is a brief description of the events and time table for January 30:
· 16:56 UTC: FOT witnessed external bus 1773 errors--Hyperion command error counters, bus error counters, and bus retry counters become non-zero

· 17:42 UTC: On next pass, FOT confirmed anomaly present--retry error counters continuing to increment and no Hyperion telemetry

· 18:30 UTC: On next pass (emergency TDRS), FOT examined telemetry and suspected Hyperion SSPC mismatch anomaly

· 19:21 UTC: On next pass, FOT cleared spacecraft schedule, loaded pass-only command load to spacecraft, and tried unsuccessfully to conduct Hyperion no-op command

· 19:50 UTC: On next pass (emergency TDRS), FOT confirmed X-band transmitter off, reset error counters, redefined automation limit violations as needed to limit paging

· 20:35 UTC: EO-1 FOT, in conjunction with project management and in cooperation with WMAP FOT (which has experienced similar anomalies and provided invaluable assistance), developed a plan to reset Hyperion SSPC and restart Hyperion if SSPC reset is successful

· 22:38 UTC: On next pass, FOT performed following: 

· Disabled FDC that monitors SSPC, 

· Commanded SSPC open,

· Commanded SSPC closed, began to receive Hyperion telemetry, 

· Enabled the FDC, and 

· Began Hyperion restart procedure

· 23:20 UTC: On next pass (emergency TDRS), FOT continued Hyperion restart procedure

· On Day 31 Hyperion cryo-cooler was started and schedule was uploaded for Day 32.

· EO-1 returned to nominal science collection mode on Day 32 at 00:00 UTC.

· Science quality from the instrument is nominal.

Flight Dynamics

STK/Precision Orbit Determination System (PODS): 

· FOT is in the process of transferring the autonomous orbit determination algorithm to the new FDSS systems.

· Testing will begin once the software is modified to operate within the Windows XP environment.

· This software is developed by the FOT and will require no external support to be implemented to the new operating platform.

PF2 tracking data issues

· FOT has noticed that the tracking data received from the PF2 ground station for February 3 and 4 does not agree with the data provided from the other ground systems.

· The orbit determination process currently is ignoring all data provided from the station.

· FOT has contacted the operations engineers at PF2 for troubleshooting.

Mission Planning

SNAS (Space Network Access System) transition:
· FOT has completed installation of SNAS on the backup FDSS machine.

· FOT has acquired accounts for access to SNAS.

· Systems administrator is currently installing the user certificates.

· FOT has begun integration and testing to verify SNAS functionality.
System Administration

Firewall failure:

· On the morning of January 29 at around 16:00 UTC the primary firewall to the EO-1 MOC failed.

· EO-1 continued operations with the backup firewall.

· Afternoon of January 29, 2009 the systems administrator ordered new hardware to replace the cooling fan.

· Hardware arrived on base Friday, January 30 at 17:00 UTC.

· Hardware was installed to the primary firewall late Friday afternoon.

· Operations continued on the backup firewall until Monday, February 2.

· Primary firewall is back online.

System Security Scans:

· Due to the firewall failure systems administrator postponed all scheduled security scans.

· All scans have been rescheduled.

· Two systems waiting to be scanned and placed on the network are:

· ASPEN with three machines.

· ITPS with one machine.

GROUND AND SPACE NETWORK

Station Downtimes

For the previous week’s Alaska PF1 ground station RED condition, the cause was corrected and PF1 returned to a GREEN condition.
Operational Discrepancies 
Due to occurrence of an anomaly on the switch that controls the Hyperion power, 32 DCE’s were not acquired.
UPCOMING EVENTS
Lunar Calibration

· An all instrument nominal lunar calibration will be performed on Wednesday, February 10 during the 02:56 UTC umbra.

· A modified lunar calibration will be performed three orbits following the nominal calibration.

Imagery Status

Scenes and Engineering Cals planned for week of January 29 – February 4, 2009             111
Total scenes and engineering calibrations planned for entire mission – approximately 44,041
Total Scenes:  ALI scenes in the Level 0 archive              39,941 (as of February 4, 2009)

                         Hyperion scenes in the Level 0 archive    39,694
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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