EO-1 Weekly Status Week of February 19 – February 25, 2009

Day of Year 050 - 056

Mission Day 3020 - 3026

Earth Observing-One (EO-1) General

There were 2 Data Collection Events (DCEs) scheduled this week. 

INSTRUMENTS

All instruments operated nominally this week 

ALI instrument dark current investigation test being conducted this week for the LDCM project:

· Limited imaging (approximately one image every two days) conducted this week.

· This experiment is being conducted to better characterize drifts in the ALI dark current calibration.

· This experiment results will be delivered to the LDCM instrument engineers and the science community for further study

· Full duration of test is 16 February – 4 March 2009

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

A teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, February 19.  The following items of interest were discussed:

1.  Pat Cappelaere provided a PowerPoint package in which high resolution data from Space and Naval Warfare (SPAWAR) Systems Command was used to assess the situation on California fires 

2.  Stefan Falke can  run smoke forecast models but not web service yet.  He ran demo at Meteorological Society meeting in January. He mentioned that a group in Arizona is doing smoke forecasting also. 

A teleconference between the Flood SensorWeb collaborators was held on February 24.  The following items of interest were discussed:

1. Dan Mandl sent a website link to a Powerpoint package that contains a collection of images from Flood SensorWeb data simulation.  Presently, it is not edited but rather a collection of related items with many "To Be Supplied" items still pending.  The following three images below show a few of the images that comprise the Flood SensorWeb data simulation of the Normanton, Australia area:  (1) Quickbird image before the floods (2) FORMOSAT-2 during the floods and (3) RADARSAT-2 during the floods.

[image: image1.jpg]QuickBird image (Site 1, 1 Jul 2004)





[image: image2.jpg]Fomosat-2 image (Site 1, 18 Feb 2009)





[image: image3.jpg]Radarsat-2 Water regions (Site





2.  Bob Brakenridge is still in the process of producing a MODIS based flood map of the Australian Normanton flood.

3.  Pat Cappelaere reported that one of the SensorWeb images obtained from FORMOSAT-2 data seems to have  problems with the blue band. 

4. Stu Frye is orking to automatically send trigger notices to number of assets when EO-1 is triggered via  GeoBliki/campaign manager.

5. Kenya’s RCMRD  is watching the TRMM forecast model to validate forecast accuracy with in-situ measurements and on-site evidence.

There was a Mission Science Office meeting held on February 24.  The meeting was chaired by Elizabeth Middleton and was attended by Petya Campell, Lawrence Ong, Steve Ungar, Dan Mandl; Stu Frye, and Joe Young.  The meeting focused entirely on a review of current submitted material for the EO-1 Senior Review proposal that is due at NASA Headquarters on March 24. 

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Senior Review 

· FOT has started collecting data to be used in the EO-1 Senior Review proposal.

· Data to be collected includes:

· List of all anomalies since launch

· Battery performance (charge discharge rates) and estimated battery life  

· Instrument performance

Flight Dynamics

MLT Control:

· FOT conducted an inclination maneuver on February 24, 2009 at 15:21:57 UTC.

· Maneuver was 350 sec. in duration.

· Spacecraft performed the maneuver as expected within the predicted values

· Observed duty cycles for the thrusters during this maneuver was 61.149%

· The new thrust scale factor was calculated as 1.0455

System Administration

· Systems administrator aided in troubleshooting the T&C workstation problem experienced.

· Primary ASIST workstation failed to receive “dump” data down-linked from S/C.

· Default “GRUB” (GRand United Bootloader) selection.

· ASIST workstations will be configured to reboot with the proper kernel.

· Several Linux machines located in the MOC have multiple “GRUB” selections at reboot.

· Systems administrator will configure each machine to boot with the proper selection.

· SAMMI (Graphical User Interface) licensing.

· One additional SAMMI license is required for the development ASIST workstation.

· Keyless SSH (Secure Shell) protocol within the MOC

· Systems in MOC will be configured to SSH and SFTP (SSH File Transfer Protocol) without password authentication required.

· SBU 

· A meeting was held to discuss the implications NITR 2810-22 and NPR 1600.1.

· FOT will compile a database detailing the types of data and their categories that reside in the EO-1 operations controlled by the FOT.

· FOT will make a recommendation to the project based on the data gathered.

· Project will make a decision based on the recommendation regarding what will be classified as SBU.

· FOT will then develop a plan to properly secure identified SBU data.

· Electronic SBU data will be encrypted.

· Hard copy SBU data will be locked in limited access area

GROUND AND SPACE NETWORK

Station Downtimes

PF1 now back on-line.
Operational Discrepancies 

No major problems to report.

UPCOMING EVENTS

MLT control maneuver:

· FOT will conduct an inclination burn to continue to control the MLT.

· Maneuver will be on February 26, 2009 at 15:00:21 UTC.

· Maneuver will be 350 seconds in duration.

Hyperion performance test:

· FOT will conduct a test to monitor Hyperion performance during an extended period.

· Instrument will be commanded to standby mode from idle.


· Temperature and power performance will be monitored during this time.

· Data will be used to model future multiple DCE events.

Imagery Status

Scenes and Engineering Cals planned for week of February 19 – February 25, 2009             2

Total scenes and engineering calibrations planned for entire mission – approximately 44,204

Total Scenes:  ALI scenes in the Level 0 archive              40,099 (as of February 25, 2009)

                         Hyperion scenes in the Level 0 archive    39,852
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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