EO-1 Weekly Status Week of December 3 – December 9, 2009

Day of Year 337 - 343
Mission Day 3309 - 3315
Earth Observing-One (EO-1) General

Scheduled 112 Science Data Collection Events (DCEs) this week.
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument decontamination cycles

· Conducted Hyperion deicing on December 8 from 03:00z to 17:50z

· Conducted ALI outgassing on December 8 from 03:10z to 18:00z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders.  Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations
On Thursday, December 3, there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Vuong Ly, Rob Sohlberg, Jerry Hengemihle, Don Sullivan, Linda Derezinski, and Joe Young.

Notes from this teleconference that focused primarily on the HyspIRI IPM testbed are as follows:

1.  Dan Mandl and Don Sullivan discussed a February 2010 demonstration of the Global Hawk payload testbed that will contain the GSFC group supplied SWAMO, cFE, and  SensorWeb 3G software components.  Global Hawk flights, with these components, are scheduled for the Fall 2010 Genesis and Rapid Intensification Process (GRIP) experiment that will monitor hurricanes for long periods.
2.  Pat Cappelaere stated there is the need to create a standardized Sensor Planning Service (SPS) for Unmanned Aerial Vehicles (UAV’s) and he is to provide Dan Mandl a slide on the creation process. 
3.  Don Sullivan is to create a diagram for the Global Hawk demonstration testbed sometime in January 2010.
4.  Jerry Hengemihle discussed the HyspIRI IPM software architecture, the need to obtain a LEON processor by possibly borrowing one, and the need to produce a lower level software architecture diagram.
5.  It was stated that the following milestone needs to be added to the task list.
· Multiprocessing (parallel processing) demonstration by late February or early March 2010 where we will run the science processing agent on two processors at the same time on parallel data sets.  We will also perform this demonstration at the same data transfer rate as will exist onboard HyspIRI.
7.  Jerry Hengemihle and Pat Cappelaere discussed two different scene processing approaches when dealing with four images that constitute the entire HyspISRI swath width.  One technique is as described above.  That is, each of the four HyspIRI detector blocks will be read into four separate processors.  The second technique is where all four detector blocks will be read into a single processor where the other three processors will handle the next three full images.
8.  Jerry Hengemihle and Don Sullivan discussed Delay/Disruption-Tolerant Networking (DTN) protocol for space communication.  Jerry wrote a proposal that was submitted by Jane Marquart to Space Communication and Navigation (SCaN) Office at NASA headquarters to use EO-1 for a DTN demonstration.
Stu Frye presented an overview of the Caribbean Flood Pilot at the Caribbean Comprehensive Disaster Management Conference held in Montego Bay, Jamaica on 7-11 December 2009.  He also chaired a splinter session which was a working meeting of the Caribbean Flood Pilot stakeholders which includes disaster managers from several Caribbean countries plus donors from the UN and the World Bank.  The working group approved the proposed organization and milestone schedule of six sub-projects within the Pilot and approved the name change from Caribbean Flood Pilot to Caribbean Disaster Pilot.  Minutes from the working session will be distributed before the next Caribbean Disaster Pilot telecon to be held on 15 December.

On December 3, an overview of both the Caribbean Disaster Pilot and Namibia Flood/Disease Pilot were presented at a meeting of the CEOS Disaster Management Team that was held at the ESA/ESRIN location in Frascati, Italy.  It was presented by Andrew Eddy who is the project coordinator for the Caribbean Disaster Pilot funded by the Canadian Space Agency.
On December 8, there was a Flood/Disease SensorWeb collaborators teleconference.  

Participants:  Dan Mandl, Joerg Szarzynski, Lenny Roytman, Jan-Peter Mund, Guido van Langenhove, Lola Olsen, Felix Kogan, and Joe Young.

Notes from this teleconference are as follows: 

1.  Joerg Szarzynski discussed status of White Paper the need to add more information on the health issue and in particular to include cholera in addition to malaria.  
2.  An objective of the group is to complete production of the shorter 5 minute video by the end of December based on the draft story board submitted at the end of November by Jan-Peter Mund;
3.  Jan-Peter Mund stated that, once the video sequence has been established, the spoken text can be developed.

4.  An opinion was expressed that the current video sequence is satisfactory for now.

5.  Lola Olsen mentioned the existence of CEOS heath portals.  The URL for the primary Health Data Portal is http://idn.ceos.org/portals/Home.do?Portal=sbahealth&MetadataType=0.

6.  Guido van Langenhove needs contributions to the list of potential groups to be sent the January 2010 workshop announcement.
On December 8, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Bruce Douglas, Petya Campbell, Larry Corp, Lawrence Ong, Nathan Pollack, David Landis, Yen-Ben Cheng, Qingyuan, Bob Knox, Dan Mandl, and Joe Young.  

Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Steve Ungar gave a presentation on EO-1 cal/val activities that he recently made at NOAA.  
2.  There was discussed the status of the database and cal/val efforts and potential projects under development that utilize EO-1 data.  
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

· Continued nominal spacecraft state of health

· Computed observed thrust scale factor of 1.042 from the maneuver on December 1 at 13:32:24 to be used as input for the maneuver on December 3 at 13:10:21

· Conducted 350-second inclination maneuver to maintain spacecraft MLT on December 3 at 13:10:21z
· Observed total average duty cycle of 60.3%, which is consistent with historical performance

· Computed observed thrust scale factor of 1.103 to be used as input to planning process for next maneuvers

· Expect maneuvers to maintain descending node crossing MLT at 10:00am for approximately two months based on updated propagation models

· Researched the event logs for Single Bit Errors from the WARP Memory Scrub throughout the life of the mission to determine problem memory locations for the ASE software to map around in the ASE patch

· Researched the yellow low limit violations for the nominal temperature on the rear side of outer panel of solar array

· Observed this temperature has reached just above the yellow low limit for the past few years

· Observed that each year the temperature has lowered by approximately 1 degree and this has caused the temperature mnemonic to touch the yellow low limit 

Mission Planning

· Continued migration from Command Management System (CMS) software to ASIST SCP (Stored Command Processor) module

· Continued functional testing

· Observed difference in command loads that contain 32k S-band supports

· Studying bit patterns to isolate cause of difference

Flight Dynamics
· Used propagation models from the latest burn to observe the expected descending node crossing MLT for the next few months

Trending

· The computer used for trending is being rebuilt

· The computer has been rebuilt using a more stable configuration with a spare hard drive in case of future failures

· Installed the trending software on the newly rebuilt machine

· In process of checking the trending software for the same functionality as before

System Administration
· ITPS (trending system)

· Continued backup effort. Important data was backed up using several methods. The ‘rsync’ Linux command was used overnight in an attempt to capture as much of the archived engineering data as possible.

· Replaced the failing hard drive with a working spare.

· After researching the specific options for our RAID controller the configuration was switched from RAID-0 to RAID-5 to add redundancy. The hot spare capability was utilized to provide additional flexibility and quicker recovery time.

· Installed Windows 2003 and Office 2007. Applied security patches and configured additional security options (the rest of the CIS benchmarks will be applied once full functionality has been restored and verified).

· Passed network certification scan performed by IONet security team.

· Worked with ITPS developer to install and configure the ITPS trending software.

· The data capture, data playback, data ingestion, and report creation capabilities have been restored.

· ITPS developer will return later in the week with the media to install the PVWAVE software (needed to generate plots/graphs).

· Contacting ITPS developer to correct minor permission and configuration issues as they arise.

· Installed PatchLink and attempted to configure it. Received errors in the logfile. These errors have been forwarded to the IONet security team for evaluation.

· Imaged the system to save the progress made so far. The imaging software reported a successful image creation.

· Previously, a request was made that two computers, that are no longer used on the CNE network, be removed. CNE security team responded that the process has been completed.

· Created backups for the ASIST workstations, new flight dynamics computers, ASPEN computers, new data processing computers, and MOC CNE computer.

· Created weekly tape.

· Created November monthly tape.

GROUND AND SPACE NETWORK

Station Downtimes

· Received notification that HGS is still red, effective starting September 7, and ETRO is unknown.
Operational Discrepancies
· Observed no operational discrepancies.
UPCOMING EVENTS

· Probably in January 2010, institute ASE software patch onboard spacecraft to correct for leap second issue, the WARP Mongoose V single bit error issue, and the temperature log size issue. 

Imagery Status

Scenes and Engineering Cals planned for week of December 3 – December 9, 2009             112
Total scenes and engineering calibrations planned for entire mission – approximately 50,209
Total Scenes:  ALI scenes in the Level 0 archive              45,831             (as of December 9, 2009)

                         Hyperion scenes in the Level 0 archive    45,584             
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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