EO-1 Weekly Status Week of August 27 – September 2, 2009

Day of Year 239 - 245
Mission Day 3211 - 3217
Earth Observing-One (EO-1) General

There were 153 Data Collection Events (DCEs) scheduled this week:
EO-1 received a notification letter from NASA Headquarters that the mission request for funding from the Senior Review process has been approved for FY 2010-2011.  In addition, the letter requested periodic updates stating what improvements have occurred in the public utilization of EO-1 in order to secure FY 2012 and FY 2013 funding as was requested in the Senior Review proposal.

INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted Hyperion solar calibration on September 2 at 04:13z

Performed instrument decontamination cycles

· Conducted Hyperion deicing on August 31from 00:00z to 13:50z

· Conducted ALI outgassing on August 31 from 00:10z to 243/14:00z

EO-1 Spacecraft Subsystems

Solar Array

The EO-1 team responded to a request from ESMO for additional information about a solar array thermistor located on the rear side of an outer panel that has recently been showing seemingly anomalous high level readings.  This request was initiated because of the possibility that the recent Perseid meteorite shower may have contributed to this occurrence of high level readings.  The EO-1 Operations team reported back to ESMO that the high level readings occurred four days before the meteorite shower thereby ruling out the possibility that the meteorite strike caused the high level readings.  Upon further investigation, power generation has been observed to be stable and the conclusion has been reached that the thermistor in question is faulty and another thermistor in the general vicinity will be monitored for solar array condition.
Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

The Flood/Disease SensorWeb team concluded their participation in the workshop sponsored by UNOOSA in Bonn, Germany that ended on 27 August.  Participants in the workshop included NASA, NOAA, UN-SPIDER, DLR, USRI, Johns Hopkins University, City University of New York, and national representatives from Namibia and South Africa.  While there, the team met with the Namibian ambassador to Germany to gain added support for their national participation in the 2010 flood/disease disaster management activities.  The UN-SPIDER office will incorporate the technical input to the White Paper received from NASA/GSFC at the workshop and will issue an updated version of the document that will describe the Flood/Disease SensorWeb activities.

On August 31 a Caribbean Flood Pilot steering committee teleconference was conducted to review minutes from the national partners meetings and to secure commitments from satellite providers to provide value added support to mitigation activities needed by the five selected national partners.  The steering committee sent reminders to the five national partners to submit their funding requests for travel and accommodations to attend the October 20-23 UN-SPIDER Disaster Workshop in Bonn, Germany.  In addition, status updates for the Caribbean Flood Pilot and the Flood/Disease SensorWeb activities were provided to NASA Headquarters for inclusion in the CEOS updates to their GEO Work Plan items.
On September 1, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton.  The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Fred Huemmrich, Steve Ungar, Dan Mandl, Stu Frye, and Joe Young.  Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Bruce Cook was introduced as the new Deputy for the Mission Science Office.
2.  Stu Frye reported on the latest USGS activity with respect to EO-1 Level 1R data for the CEOS cal/val sites and the current public response to the new EO-1 “free data” policy.

3.  Lawrence Ong reminded the group that Level 1R data can be produced at GSFC from MSO tape archives.
4.  There was a discussion about how to geolocate Level 1R data but no agreement was reached to start new software development work to implement a solution.
5.  Dan Mandl reported on the recent Flood/Disease SensorWeb workshop in Bonn.

6.  Betsy Middleton discussed the post Senior Review letter from Headquarters that has requested information on what the EO-1 project has done to enhance the availability of image data to the general public.  A reply to this letter is due September 30.  Betsy asked that she be sent pertinent information as soon as possible so she can draft a reply letter.
7.  The next MSO meeting is scheduled for September 22.
The EO-1 team submitted a NOI to the NASA Sub-orbital Venture Class call to fly a commercial hyperspectral instrument for daily revisit observations of plant physiology and coastal studies.  The full proposals are due November 6.  Our team received notice from the GSFC Technology Office concerning approval of our IRAD proposal for better definition of Nereids science requirements.  Mission formulation work for Nereids is being funded by an Ignition Fund grant from the Innovative Partnership Program and will be completed by September 30, 2009.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Continued study of star-tracker performance

· Compiling data package to deliver to subsystem expert

· Began analysis of auxiliary packet data

· Observed many uncategorized bright objects reported by star tracker

· Continuing analysis to determine if due to hot pixels or proton hits

Mission Planning

Completed request for information regarding Wallops Orbital Tracking Information System (WOTIS) upgrade

Continuing effort to migrate command load generation from legacy hardware to new version of ASIST computer
· Continued writing test plan for migration from CMS to ASIST’s SCP

Flight Dynamics
Continuing migration of all flight dynamics processes to new computer

· Continued testing of parent script used to obtain input files on new computer

· Continued troubleshooting issue involving inability of processes run as cron jobs via Cygwin to create certain files  

Observed intermittent problems with SGS tracking data for past 10 days

· Analyzed range-range data and discovered multiple passes missing valid data

· Believed problem to be due to SGS being yellow for autotrack initially, but contacted ground station as problem continued

· Reported problem to ground station

· Received response indicating ground station unaware of problem

· Analyzed FDF report from ground station and found same issue in FDF report

· Believe ground station was unaware that we use range-rate data instead of angle data

Trending

· Ingesting old telemetry available on backup front end computer using archive tapes

· Troubleshooting problem with automated in which jobs freeze in ITPS queue

System Administration
Continued recovery from backup real-time ASIST computer issue

· Migrated hard drives, SCSI card, and memory from the original computer (with bulged capacitors) to another computer of the same model.

· Allowed the OS reconfiguration to accept the new hardware

· Corrected an error dealing with the network card change

· Currently receiving a warning about the configuration of SCSI B

· Ignored warning since SCSI B is not being used

· Received approval from security to place hybrid computer on the Open IONet network

· Reset port connections between the backup ASIST computer and the front end computer 

· Created another hybrid computer with the leftover parts—this computer could be configured and used as a spare if another failure were to occur

Continued rebuild of the real-time ASIST computer that will be used as the processing workstation

· Configured certificate-based ssh between the rebuilt computer and the other computers in the EO-1 MOC

· Populated the .ssh directory from a previous weekly backup

· Updated the known hosts file on the other MOC computers to accommodate the RSA token regeneration that occurred during the rebuild

GROUND AND SPACE NETWORK

Station Downtimes

Received notification that SGS is yellow for uplink lock, effective on August 29 at 08:00z
Operational Discrepancies
Missed S-band telemetry during real-time pass with PF2 on September 1 at 06:40z

· Alerted ground station, who delivered data after pass via CSAFS

UPCOMING EVENTS

Perform lunar calibration

· Conduct all-instrument nominal lunar calibration on Saturday, September 5 during the 05:24z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of August 27 – September 2, 2009             153
Total scenes and engineering calibrations planned for entire mission – approximately 47,835
Total Scenes:  ALI scenes in the Level 0 archive              43,616 (as of September 2, 2009)

                         Hyperion scenes in the Level 0 archive    43,375
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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