EO-1 Weekly Status Week of August 20 – August 26, 2009

Day of Year 232 - 238
Mission Day 3204 - 3210
Earth Observing-One (EO-1) General

There were 170 Data Collection Events (DCEs) scheduled this week:
INSTRUMENTS

All instruments operated nominally this week 

Performed instrument calibration

· Conducted ALI internal calibration (Type I) on August 24 at 01:09z

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

On Thursday, August 20 there was an AIST 2008 SensorWeb 3G collaborators teleconference.  

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Vuong Ly, Walt Truszkowski, Jason Stanley, Ken Witt, Rob Sohlberg, and Joe Young.
Notes from this teleconference are as follows:

1.  Dan Mandl gave Walt Truszkowski the action to pursue the EO-1 SensorWeb security issue.  Walt is to formulate a course of action after reviewing all correspondence with Dennis McCloud and Corinne Irwin who are the GSFC and NASA Headquarters IT security contacts respectively.  Joe Young is to coordinate the preparation of a section on SensorWeb security to be put into the African Pilot Project White Paper 

2.  The team is being encouraged to respond to the GEO proposal call since the deadline has been extended to August 31.  However, the GEO call is currently not funded and once funding is available it is to be targeted principally for disadvantaged nations for capacity building.
3.  Dan Mandl discussed the upcoming AIST 2008 SensorWeb 3G Interim Review to occur on September 17 at 9:30 am – 11:00 am ET and identified “who was to prepare what”.
4.  Dan Mandl discussed the upcoming AIST 2005 Interoperable SensorWeb Architecture Final Review to occur on September 24 at 10:00 am – 12:00 pm ET and identified “who was to prepare what” as distinguished from the AIST 2008 activities.

5.  Rob Sohlberg suggested that the IPM could be used for other applications such as sea temperature monitoring.  Rob took an action to contact HyspIRI ocean science people to learn about their near real-time science product needs.
There was a teleconference with Don Sullivan on Friday, August 21 that discussed collaborating with the UAS Global Hawk missions and the upcoming sub-orbital Venture Class call.  Also discussed was the feasibility of flying the Global Hawk on daily over-flights of Eastern Africa.  Don outlined the extent of Global Hawk missions over the next 6-9 months and he noted that NASA is procuring additional Global Hawks.

On August 20, the EO-1 Mission Science Office (MSO) conducted a meeting chaired by Betsy Middleton. 

The participants were Betsy Middleton, Petya Campbell, Lawrence Ong, Nathan Pollack, David Landis, Lawrence Corp, Yen-Ben Cheng, Qingyuan, Fred Huemmrich, Steve Ungar, Pat Cappelaere, Dan Mandl, Stu Frye, and Joe Young.  Topics pertinent to EO-1 Operations that were discussed are as follows:

1.  Steve Ungar presented a formula he developed for producing Hyperion Top of Atmosphere (TOA) reflectance.
2.  Bo-Cai Gao, from NRL, has been invited to give a talk on atmospheric correction sometime in September or October.
3.  Stu Frye reported on the strategy for producing Level 1R data at GSFC in Bldg 23 and then sending the data to a commercial server company Joyent for storage and distribution.

4.  Vuong Ly is working to implement the ATREM atmospheric correction algorithm on the B23 server for use on cloud free Level 1R Hyperion data.  Pat Cappelaere is implementing the TOA reflectance product utilizing either a Level 1R or an atmospheric corrected product as input.

5.  Stu Frye reported on current USGS data products that are available.  All Hyperion and ALI Level 1G products from the entire EO-1 archive are now available online free of charge for immediate download.  
6.  Next MSO meeting will be on September 1 at 2:00.

The flood/disease SensorWeb team met at a workshop sponsored by UNOOSA in Bonn, Germany that was scheduled for 25-27 August.  Participants in the workshop included NASA, NOAA, UN-SPIDER, DLR, USRI, Johns Hopkins University, City University of New York, and national representatives from Namibia and South Africa.  The team reviewed results of 2009 flood coverage in Sub-Sahara Africa and discussed plans for 2010 flood season in Africa.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

· Continued study of star-tracker performance

· Developed scripts to parse data from AST auxiliary packet

· Believe most data is correctly parsed, although some questions remain regarding resolution of least significant bits of some values

· Compiling data package to deliver to subsystem expert

· Completed analysis of reported temperature spikes on rear side of outer panel of solar array

· Analyzed spacecraft telemetry for potential causes

· The earliest the temperature limit violation was observed was on August 8 at 10:34:33z.  This was approximately four days before the Perseid peaks

· All spikes have had similar behavior, occurring early in spacecraft night, lasting only 1-2 minutes, with readings quickly rising and falling back to normal value

· Examination of ACS data did not indicate any perturbation of attitude or attitude rates.

· Suspect electrical anomaly such as sensor failure or electrical short

· Compared with Rossi X-ray Timing Explorer (RXTE) thermistor failure anomaly and found similar performance

· Ruled out other physical processes for temperature readings

· Recommended FOT follow actions of RXTE in response to their thermistor failure

· Rely on other sensor on outer panel for temperature data

· Disable paging for limit violations for suspect sensor

· Recovering from hardware failure on backup AIST workstation
· Experienced RAM failure during weekend of August 22

· Observed evidence of leaking capacitors while diagnosing RAM failure

· Determined best approach to recover from failure is to migrate hard drives, SCSI card, and RAM to spare computer

· Migrating hardware to spare computer

· Scheduled security scan of new unit on Thursday August 27 to place back on network

· Plan to use development AIST workstation as emergency backup in case other AIST units fail while backup is being repaired

· Continued rebuild of AIST workstation that will serve as standalone processing station for support engineer

· Successfully shadowed passes

· Plan to test other components (commanding, automation, etc) during next week

Mission Planning

Continuing effort to migrate command load generation from legacy hardware to new version of ASIST

· Started writing test plan for migration from CMS to ASIST’s SCP

Flight Dynamics
Continuing migration of all flight dynamics processes to new computer
· Continued testing of parent script used to obtain input files on new computer 

Continued establishment of new system for ground stations to deliver tracking data to new computer
· Resolved initial confusion regarding firewall rules, role of WGS, and gateways between ground stations and GSFC

Trending

· Ingesting old telemetry available on backup front end computer using archive tapes

· Establishing automated reports for engineering analysis and limit monitoring

System Administration
· Discovered problem with the backup real-time ASIST computer. 

· Discovered computer was not responding locally or remotely

· Noted reboot error codes via LED and audible alarms, both suggesting a memory failure

· Reseeded the existing memory, but did not cause the error messages to disappear

· Replaced the memory with two new sticks

· Observed the computer auto configured to the memory upgraded (512Mb – 1Gb) and was able to boot again

· Discovered while troubleshooting that two capacitors on the motherboard were bulged out and had corrosion building on the top

· Discussed issue with other SAs and determined that EO-1 and MAP have had problems with motherboards in this model computer

· Obtained another computer of the same model to ensure similar hardware specs

· Met with FOT and decided it would be best to move the hard drives, SCSI card, and memory from the existing backup ASIST computer to the new box

· Scheduled scan by security before it is connected to the Open IONet network

· Continued rebuild of the real-time ASIST computer that will be used as the processing workstation

· Scanned by security and approved to be added back on the Open IONet network

· Installed the Date-Calc and Net-SCP Perl modules that are used by scripts in the automation process

· Enabled and configured NTP

· Installed and configured PatchLink client and created cronjobs to run the service for 3 hours weekly

· Configured backup scripts specific to this computer

· Assisting FOT with testing as necessary

· Continued effort to migrate tracking data delivery to the new flight dynamics computer

· Contacted SGS to provide IP address and credentials necessary to connect to our new flight dynamics computer

· Checked the EO-1 mission firewall and verified that rules existed to allow traffic from SGS and WGS to the new computer

· Waiting on the rules that were submitted on behalf of SGS and WGS on the Closed IONet firewall to be implemented before testing can begin

GROUND AND SPACE NETWORK

Station Downtimes

SGS remains yellow due to electrical brake problems that began on August 16 at 18:00z.

Operational Discrepancies
Observed no operational discrepancies during this time period

UPCOMING EVENTS

Perform lunar calibration

· Conduct all-instrument nominal lunar calibration on Saturday, September 5 during the 05:24z umbra.

· Perform modified lunar calibration (ALI & Hyperion) two orbits later

Planned software patch to onboard ASE r5 code

· Coordinating with JPL personnel for timing as to when patch can occur
· Anticipate no changes necessary to MOC software, but code update will require restart of ASE software onboard

Imagery Status

Scenes and Engineering Cals planned for week of August 20 – August 26, 2009             170
Total scenes and engineering calibrations planned for entire mission – approximately 47,682
Total Scenes:  ALI scenes in the Level 0 archive              43,444 (as of August 26, 2009)

                         Hyperion scenes in the Level 0 archive    43,197
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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