EO-1 Weekly Status Week of April 9 – April 15, 2009

Day of Year 099 - 105
Mission Day 3069 - 3075
Earth Observing-One (EO-1) General

There were 131 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Lunar Calibration:

· All-instrument nominal lunar calibration performed on April 10 during the 01:13 UTC umbra.

· Modified lunar calibration (ALI & HSI) performed two orbits later using scan direction parallel to sunlight terminator line

ALI internal calibration (Type I) performed on April 6 at 10:19:01 UTC
HSI solar calibration performed on April 13 at 02:14:11 UTC
EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, April 9.  Minutes of the telecon are as follows:

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Linda Derezinski, David Smithbauer, Ken Witt, Jason Stanley, and Joe Young.
1.  Jerry Hengemihle and Bruce Trout (Microtel) need to participate in integrating the West Virginia High Technology Consortium SWAMO and cFE into the HyspIRI testbed. 
2.  Jerry Hengemihle and Bruce Trout will prototype various flight software configurations for the HyspIRI testbed using Tom Flatley’s SpaceCube as the flight processor.  
3.  Pat Cappelaere needs to work with WVHTC to produce ground software for the HyspIRI testbed that encapsulates the algorithm in an uplinkable agent.
4.  Vuong Ly is to work with WVHTC on integrating the onboard agent algorithm so that it works with the cFE version on SpaceCube.
On April 10 there was a GEOSS AIP-2 teleconference.  Minutes of this teleconference are as follows:

Participants:  Stu Frye, Didier Giacobbo, Anna Quinta. Perez, Ron Lowther, Nadine Alameh, Herve Caumont, Josh Lieberman, & Joe Young.
1.  Agreed that a telecon each week is desirable between now and the Data Capture Workshop in Stresa, Italy on May 3-5, 2009.
2.  Didier Giacobbo talked about SPS simulators for SPOT-5, FORMOSAT-2, and ALOS that will show future data acquisition footprints on a map.  But there is a problem in that simulators do not task the satellites.
3.  Ron Lowther described weather related information NOAA produces that could be of value to this effort.  In addition, NOAA provides ocean data such as hurricane track and storm surge predictions that need to be integrated for this effort.
4.  Ron Lowther talked about the video production for the GEOSS meeting in May, the need for a narrative script, and the need to identify the services from the portal and client viewpoint.
5.  The GEOSS AIP-2 Data Capture will include ALOS data provided by a WMS and searchable using the JAXA CSW.
6.  The Global Flood Potential Model does not have a standard GEOSS interface.  Rather, it is a HTML table, but JAVA code developed by Troy Ames has been delivered to the flood forecast team so model triggers can be posted to the Campaign Manager automatically.
7.  The team will continue to explore whether a Portal that can accept all data postings for a particular event of interest exists and if it can be utilized for this purpose.
8.  Sequencing of activities in the flood scenario was described and is contained in the flood scenario document. 
9.  Use will be made of the Titan client to share the web location of large files among the team.
Action Item 1 – Stu Frye/Ron Lowther – Search for hurricane/cyclone storm track prediction WMS for use in the demonstration.
Action Item 2 – Stu Frye – Add a step in the scenario document to automatically harvest data from the NOAA National Hurricane Center and Tropical Prediction Center.

Action Item 3 – Stu Frye – For the demonstration video, decide what hurricane track to use, preferable Anna or Ike.
Action Item 4 – Stu Frye – Work with MODIS processing team at GSFC and Panama CATHALAC to deliver MODIS tiles of the Caribbean for each hurricane event for the 2009 season. 
Action Item 5 – Stu Frye/Ron Lowther – Determine how to get timely GOES data in the standard GEOSS format.

On April 14, there was a Flood SensorWeb collaborators teleconference.  Minutes of this teleconference are as follows:
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, David Roger, Richard Kiang, Stu Frye, Pat Cappelaere, Emily Firth, Stephen Connor, Simon Mason, Gran Paules, Felix Kogan, Molly Brown, and Joe Young.
1.  Dan Mandl gave an overall description of our Flood SensorWeb and vector borne disease activities.
2.  Emily Firth from World Health Organization provided a brief overview of the Global Health Observatory (GHO) effort.  She will provide more information to the group in a few weeks when more material is available.  The  GHO effort has ties to Group on Earth Observation (GEO) and will tie in nicely as a source of information to model of expected malaria, cholera etc depending on climactic situation, especially water conducive to mosquitoes and other disease elements.
3.  Richard Kiang/NASA/GSFC provided a paper in which he describes how to quantify expected Malaria cases based on environmental conditions.
4.  Stephen Connor and Simon Mason from IRI of Columbia Univ. provided information of related efforts both at Columbia University and at websites with related disease and disaster material.
5.  Felix Kogan, from NOAA in the US, provided some charts on an effort to correlate climate conditions and various diseases such as malaria.
6.  Discussed possible face-to-face meetings for purpose of assessing progress and planning.  Target meetings are a regional meeting in Namibia in May 2009, a UN general meeting in New York City September 2009 and the UN-SPIDER meeting in Bonn, Germany in October 2009.
7.  Lenny Roytman from CCNY/CUNY provided vector borne disease input and recommended that this input be combined with the flood prediction white paper being developed by Joerg Szarzynski.
8.  Molly Brown, from GSFC, emphasized that the public health side can be very complex.  For example, countries are often very reluctant in providing public health data.
Action 4-14-09-01 – Joerg Szazynski – Consolidate flood and disease white papers into one paper and also integrate any comments to create a draft that can be passed out to anyone needing an overview of this effort/collaboration.
Action 4-14-09-02 – Dan Mandl – Provide initial list of people participating organizations and contact information (possible expertise).
Action 4-14-09-03 – Dan Mandl – Contact Guido Van Langenhove to see if he is interested in presenting the flood portion of our pilot project at IGARSS 2009 in Cape Town, Africa.

Action 4-14-09-04 – Joerg Szarzynski – Get in touch with head of Ministry of Health in Namibia to encourage him to attend one of our weekly telecons in order to help us with needed information flow for decision makers in the country and also to try to develop a partnership with Namibia such that epidemiological data is provided for use to develop disease forecasts.

Action 4-14-09-05 – Stu Frye/Dan Mandl – Create initial drawing for the white paper showing how the Flood Forecast and vector borne disease parts of the Flood SensorWeb would tie together for use by the in-country relief workers.

Action 4-14-09-06 – Dan Mandl – Get in touch with Dr. A. Tyagy, from the World Meteorological Organization (WMO)/Head of Water Resources Dept., to discuss their Flash Flood Forecasting project. 

Action 4-14-09-07 – Emily Firth – Send information on World Health Observatory initiative when information package is available. 
Action 4-14-09-08 – Stu Frye/Dan Mandl – For the white paper, create an ops concept of how prototype will work.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

EO-1 MOC experienced intermittent problems for past two weeks delivering goal files and sensor web files to spacecraft:

· Determined apparent lag in onboard packet distributed counter caused ground automation to fail

· Updated ground automation to allow lag and to log value of counter for diagnostic purposes 

· Files now being delivered nominally

· FOT investigating root cause 

Mission Planning

Space Network Access System (SNAS) transition:

· SOPs are being generated to detail operations and configuration setup of SNAS

Flight Dynamics

MLT Control and Maintain Descending Crossing at 10:00 am:
· Studying performance of inclination maneuvers as compared to long-time propagation predictions

· Anticipate report of preliminary findings in approximately two weeks 

· Scheduled next pair of maneuvers to occur on May 12 and May 14

· Updated flight dynamics automation script to repair bug introduced when transitioned from STK 4.1 to STK 8.0
Trending

Integrated Trending and Plotting System (ITPS):
Began initial acceptance testing

· ITPS workstation now receiving data

· ITPS used to generate plots and statistics for selected mnemonics

System Administration
Researched the EO1 subnet broadcast messages that are showing up in the firewall logs:

· Messages are coming from the NETBios option on the 3 Windows PC’s in the MOC

· The NETBios option is used by one of the flight dynamics programs for license validation and therefore cannot be turned off

· Since the broadcast is limited to MOC internal network, plan to just change the logging of these messages to clean up the log files

Configured ASIST (Version 97J) on the recently rebuilt real-time computer

Mounted recently rebuilt real-time computer to the primary real-time ASIST machine:

· Edited exports file on the primary and the fstab on the client computers to allow the NFS mount

· Run on the client machine to point ASIST to the primary computer's files

Performed backups of all of the real-time ASIST computers

Assisted FOT with establishing tracking data processing on the new Flight Dynamics computers:

· Once complete, old flight dynamics system can be removed from network 

· Added packages to the Cygwin (Linux-like environment for Windows) environment in order for the conversion program source code to be compiled on the computer

· Added Cygwin cron (time-based job scheduler) functionality as a windows service to allow for automation of the tracking data processing (and future functionality) within the Cygwin environment

GROUND AND SPACE NETWORK

Station Downtimes

WGS yellow starting April 6 (day 096):

· WGS not being included in schedule per station request

· Estimated time to resume operations is unknown.
MGS red from 102/16:46 UTC to 104/20:00 UTC

· Lost scheduled supports at 102/15:28 UTC, 102/18:43 UTC, 103/07:57 UTC, and 103/14:29 UTC
Operational Discrepancies

No major problems to report.
UPCOMING EVENTS

HSI deicing and ALI outgassing starting on April 18 (day 108) at 06:45:01 UTC.

Inclination maneuvers:

· Pair of 250-s burns—one on May 12 and the other on May 14.

Imagery Status

Scenes and Engineering Cals planned for week of April 9 – April 15, 2009             131
Total scenes and engineering calibrations planned for entire mission – approximately 44,869
Total Scenes:  ALI scenes in the Level 0 archive              40,754 (as of April 15, 2009)

                         Hyperion scenes in the Level 0 archive    40,508
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases


Page 5 of 5

