DRAFT_2
EO-1 Weekly Status Week of April 23 – April 29, 2009

Day of Year 113 - 119
Mission Day 3083 - 3089
Earth Observing-One (EO-1) General

There were 141 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Performed Hyperion solar calibration on April 29 at 04:15:22 UTC.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, April 23.  Minutes of the telecon are as follows:

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Ken Witt, Jason Stanley,and Joe Young.
1.  It is planned to have a Global Hawk collaborators meeting in June in Boulder, CO.
2.  The team discussed the comparison between the Hyperion data to be used in the HyspIRI IPM testbed and the HyspIRI data how close the two sets of data will be.
3.  Dan Mandl is to call Francois Rogez about obtaining the current HyspIRI data specification.
4.  Rob Sohlberg stated that he will be submitting a TGARS paper on the AIST 2005 effort.
5.  Ken Witt inquired about the status of the algorithms to be used in the HyspIRI IPM testbed functional and performance tests.

On April 24 there was a GEOSS AIP-2 Disaster Management Working Group teleconference.  Minutes of this teleconference are as follows:

Participants:  Stu Frye, Dan Mandl, Alex Robbin, Herve Caumont, Robert Thomas, Didier Giacobbo, Ron Lowther, Brad Fox, Josh Lieberman, and Joe Young.
1.  Stu Frye described what would be presented at the GEOSS AIP-2 Data Capture Workshop to document results of the effort.  This workshop will be held concurrently with the 33rd International Symposium on Remote Sensing of Environment (ISRSE) to be held May 4-7 in Stresa, Italy.
2.  There was a discussion about the need for JAXA ALOS satellite images TIFF format to be changed to a JPEP, KML, or PNG format.
3.  Stu Frye described a set of PowerPoint charts, distributed prior to the telecon, on operation of the GeoBliki EO-1 Campaign Manager and Sensor Planning Service
4.  Herve Caumont asked that he be provided a final list of components and services for the disaster scenario.
5.  Didier Giacobbo asked about the JAXA web map service and whether it contains all ALOS data necessary for the scenario.
6.  Stu Frye is to meet with George Purcivall at the meeting in Stresa, Italy to ensure that the disaster data content and format are consistent with inputs from the other scenarios.
7.  Stu Frye is to produce a narrative script for the video to be presented at the Data Capture Workshop in Stresa.  This video will describe all the steps that would occur when responding to a future flood disaster using data obtained from the Myanmar flood of May 2008 as an example.
On April 24 there was a teleconference on the updates which have been made to the CASPER onboard scheduler that will produce an increase in the number of images acquired per orbit from 2 to 3.  
Participants: Stu Frye, Danny Tran, Steve Chien, Momi Ono, Baran Sahin, Russell Dehart, Nathan Pollack, and  Jeff Mendenhall
1.Steve Chien described the simulation test performed on the instruments to ensure all operating parameters will remain within tolerance under the new operations concept.
2.  Details were provided concerning telemetry points monitored during the execution of the test.
3.  Instrument teams, Mission Science Office, and Flight Operations Team all approved uplink of the new flight software load.
On April 28, there was a Flood SensorWeb collaborators teleconference.  Minutes of this teleconference are as follows:
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Jan-Peter Mund, Serhiy Skakun, Richard Kiang, Stu Frye, Pat Cappelaere, and Joe Young.
1.  Dan Mandl reviewed a set of PowerPoint charts on Namibia Flood-Waterborne Disease Vector SensorWeb Prototype.  The charts consisted of three parts.  Flood detection, Campaign Manager to task satellite assets, and malaria outbreak advanced warning.
2.  After the occurrence of a flood disaster, the UN protocol will be to send a request through the UN-SPIDER Portal to activate the International Charter for satellite imaging of the disaster area.
3.  One objective is to task satellite assets automatically prior to a flood disaster occurrence so as to give local and international disaster agencies time to prepare for relief activities.  A second objective is to provide observations after International Charter activities have expired.  Futhermore, we are working with satellite operators to collaborate on before and after coverage in addition to International Charter delivery.
4.  Dan’s charts will be integrated into the currently being prepared white paper that will describe the group’s activity.
5.  Joerg Szarzynski is to contact Dr. de Vries in the Namibia Ministry of Health for the vector borne disease component of the collaboration. 
6.  Lenny Roytman suggested that a special telecon be setup with Dr. de Vries.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.
Conducted investigation of apparent lag in onboard packet distributed counter:

· Discovered lag is still occurring intermittently

· Delivering files nominally

· Updated automation to allow more than twice as much time as would be needed for longest recorded lag

· Investigating root cause

Mission Planning

Interrupted daily products distribution:

· Failing to deliver passes-only version of daily products due to hardware failure of administrative computer in MOC

· Generating version used by science processing in MOC, but other version emailed for information purposes not being emailed until hardware recovered

Flight Dynamics

Updating file delivery scripts to migrate away from old hardware and operating systems

· Completed update of delivery scripts for IIRV (Improved Inter-Range Vector) file used for scheduling purposes on new workstation and is being tested

· Updating delivery scripts for other prediction files used for mission planning
Trending

Integrating ITPS software into operations:
· Investigating hardware to store estimated 2 terabytes of legacy telemetry data

· Planning training course for FOT members not familiar with new trending system
System Administration
Repairing CNE computer in MOC used for email and administrative tasks that is unable to boot:
· Observed initial error screen which pointed to registry problem (missing or corrupt)—further troubleshooting uncovered another hardware/driver error screen

· Accessed drive and pulled the data off onto another computer as an archive

· Used several different methods to try to correct the issue, each of these failing

· Suspect hard drive failure

· Placed new hard drive in computer and began Windows XP installation process

Discussed issues regarding remote login and execution with security personnel:
· Observed last audit flagged such items as medium-priority violations

· Cooperating with EO-1 systems engineer to determine if services are still needed

Updated the spreadsheet of vulnerabilities found during the security scan

· Added status comment describing action that was taken for each case

· Provided reason for why any remaining issue is not yet corrected

Assisted FOT with establishing email service on the new Flight Dynamics computers

· Conducted as part of migration off of old hardware and operating systems

· Added and configured module in Cygwin to enable easier transition of Unix-style delivery scripts
GROUND AND SPACE NETWORK

Station Downtimes

Wallops Ground Station (WGS) is code RED due to gear repairs:
· WGS not being included in schedule for past three weeks
· Estimated time to resume operations is April 30.
Svalbard Ground Station (SGS) problem on April 24 at 19:12 UTC pass:
· Problem appears to be due to difficulties experienced with the Kongsberg interface device between the antenna and EDOS.
Operational Discrepancies

Three images were lost at the SGS.
UPCOMING EVENTS

MLT control maneuvers:

· FOT will conduct inclination maneuvers to maintain the descending node MLT at the current nominal time of 10am.

· First maneuver will be on May 12, 2009.

· Second maneuver will be on May 14, 2009.

· Both maneuvers will be 250 sec. in duration

Lunar calibration:
· All-instrument nominal lunar calibration to be performed on Saturday, May 9 during the 16:29 UTC umbra.

· Modified lunar calibration (ALI & Hyperion) to be performed two orbits later using scan direction parallel to sunlight terminator line
Imagery Status

Scenes and Engineering Cals planned for week of April 23 – April 29, 2009             141
Total scenes and engineering calibrations planned for entire mission – approximately 45,124
Total Scenes:  ALI scenes in the Level 0 archive              40,998 (as of April 29, 2009)

                         Hyperion scenes in the Level 0 archive    40,752
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases


Page 3 of 4

