EO-1 Weekly Status Week of April 16 – April 22, 2009

Day of Year 106 - 112
Mission Day 3076 - 3082
Earth Observing-One (EO-1) General

There were 114 Data Collection Events (DCEs) scheduled this week.

INSTRUMENTS

All instruments operated nominally this week 

Instrument decontamination cycles:

· ALI deicing performed April 18 from 06:55 to 21:49 UTC.

· HSI out-gassing performed April 18 from 06:45 to 21:35 UTC.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

SensorWeb & Virtual Observatory Demonstrations

An AIST 2008 SensorWeb 3G teleconference was held Thursday, April 16.  Minutes of the telecon are as follows:

Participants:  Dan Mandl, Stu Frye, Pat Cappelaere, Rob Sohlberg, Tom Flatley, Jerry Hengemihle, Ken Witt, Jason Stanley,and Joe Young.
1.  Goal is to provide users the ability to create detection and classification algorithms on the ground and then rapidly move them to the onboard flight computer.
2.  The team has devised an activity plan that identifies which of the four sources of funding are to be applied to which individual activity in a synergistic manner.     
3.  It was stated that the HyspIRI testbed activity has the following two test objectives:  Functional test and Performance test.  
4.  Tom Flatley described two versions of SpaceCube. SpaceCube 1 is ready to be configured for the functional test part of this activity.  SpaceCube 2 is to be used for the performance evaluation.  SpaceCube 2 is being provided under Tom Flatley’s 2008 AIST grant.
5.  Steve Chien is developing an evaluation package that includes detection/classification algorithms.  JPL will execute the package on the Mongoose 5, Rad750, OPERA, and Electra processors.  The GSFC team will utilize the Mongoose 5, SpaceCube 1 and SpaceCube 2 processors for their evaluation.
6.  Jerry Hengemihle will put together an approach using Hyperion data as the simulated data for the testbed.  Dan Mandl and Steve Chien need to defne how to simulate the Thermal Infrared data.  Bruce Trout will convert the simulated data into Level 1 data on the SpaceCube processor. 
7. The first science classifier algorithm to be demonstrated will be either a Burn Scar or Thermal Summary.  The algorithm will be uploaded to the candidate processors using the WVHTC SWAMO architecture and Vuong Ly will execute that algorithm under cFE on the SpaceCube processor.  JPL’s technique for integrating the new algorithm on their processors is TBD.
8. The Intelligent Payload Module (IPM) will utilize Direct Broadcast and possibly S-band as a backup to transmit onboard results rapidly to ground.  
Action 4-16-09-01 – Ken Witt/David Smithbauer are to define how the algorithm software is encapsulated in SWAMO and unpacked onboard for execution.
Action 4-16-09-02 – Jerry Hengemihle/Bruce Trout are to deliver simulated data to the processor and execute the algorithm against that data.
Action 4-16-09-03 – Vuong Ly will work between the two groups to receive the SWAMO delivery and make it execute under the cFE.
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Figure 1  HyspIRI IPM Ops Concept

On April 17 there was a GEOSS AIP-2 Disaster Management Working Group teleconference.  Minutes of this teleconference are as follows:

Participants:  Stu Frye, Karen Moe, Didier Giacobbo, Ron Lowther, Herve Caumont, Josh Lieberman, Brad Fox, Robert Thomas, and Joe Young.
1.  Herve Caumont sent information about the Titan client interface.  The client can access GEOSS-compatible services and display results.
2.  Stu Frye described the overall effort as an application of sensor web technologies to satisfy societal needs in the area of disaster management for flood events working through CEOS for access to satellite data and through GEOSS to demonstrate geospatial interoperability between remote sensing observations, risk models, and local/regional in-situ data to support emergency response and humanitarian assistance
3.  A data capture workshop to document results of the GEOSS AIP-2 effort will be held concurrently with the 33rd International Symposium on Remote Sensing of Environment (ISRSE) to be held May 4-7 in Stresa, Italy. 
4.  Herve Caumont posted information about the Titan client on the working group’s Google site interactively during the telecon to show the operation of the interface.
5.  Herve Caumont and Didier Giacobbo discussed the part of the client used to post tasking requests to SPOT-5, ALOS, and FORMOSAT-2 and how to link in the EO-1 tasking interface through the Titan client.

6.  Didier Giacobbo described the high level goal as delivery of the entire DMWG work package including the scenario writeup, the mapping of scenario activities to transverse technology use cases, the registration of all active components and services, the linkage of those services to the individual scenario activities, and the production of the script and video that captures the operation of the scenario through a flood event. 

Action 4-17-09-01 – Stu Frye – Send EO-1 KML feeds to Herve Caumont and Didier Giacobbo.
On April 21, there was a Flood SensorWeb collaborators teleconference.  Minutes of this teleconference are as follows:
Participants:  Dan Mandl, Lenny Roytman, Joerg Szarzynski, Fritz Policelli, Charlotte Van Der Schaaf, Richard Kiang, Stu Frye, Pat Cappelaere, and Joe Young.
1.  Joerg Szarzynski from United Nations Space-based Information for Disaster Management and Emergency Response  (UN-SPIDER) inquired about two inputs needed for the planned white paper on the Namibia campaign,(1) a technical description of the Flood SensorWeb Pilot and (2), a technical description of the water borne disease and disease vector public health aspect.  With respect to public health in Namibia, Dr. de Vries of the public health service needs to be contacted.
2.  Lenny Roytman wants the activity to look at historical flood and vector borne disease data and compare it with model results.
3.  Richard Kiang emphasized that it is essential to have full cooperation of the Namibia health agencies.

4.  Dan Mandl emphasized that the current effort should not be overly complex so that we can have simple attainable goals.
5.  For Namibia, it was stated that Dartmouth Flood Observatory has updated MODIS flood maps, new EO-1 images have been acquired, and Envisat data is available.
6.  It was stated that there is the need to acquire RADARSAT-2 and ALOS images (new and archived) for use to update model and to compare with optical images.
7.  Fritz Policelli suggested using Dartmouth Flood Observatory (DFO) River Watch information combined with model results as part of the analysis input.
8.  Guido van Langenhove stated that he is focusing on obtaining ground measurements.

Action 4-21-09-01 – Dan Mandl – Send Joerg Szarzynski a picture of the overall activity to put into white paper.

Action 4-21-09-02 – Dan Mandl will contact RADARSAT-2 and Stu Frye will contact ALOS to try and obtain radar images (new and archived) for use to update model and to compare with optical images.
On April 22, there was a Caribbean Flood Pilot collaborators teleconference.  Minutes of this teleconference are as follows:

Participants: Stu Frye, Andrew Eddy, Guy Seguin, David Farrell, Nicole Alleyne, Emil Cherington, Eric Anderson, Bruce Potter, Dan Irwin, Veronica Grasso, Giovanni Valentini, Sotis Giovanni, and Joe Young. 
1.  Andrew Eddy reviewed a set of PowerPoint charts he and Stu Frye presented on April 7 at the Tsunami and Coastal Hazards Workshop held in Grenada that was sponsored by the country of Grenada and Caribbean Disaster and Emergency Response Agency (CDERA).  In this review he emphasized the charts that dealt with Issues, Scale of Imagery, Summary of Work Plan, Caribbean SensorWeb, Disaster Response, and Disaster Recovery.
2.  Stu Frye then gave an extensive description of the Pilot objective and the anticipated work plan.

3.  David Farrell suggested that contact be made with Robert Thomas.
4.  The Italian Space Agency (ASI) representative, Giovanni Valentini, offered the Italian COSMO SkyMed, a disaster prevention and safety four satellite constellation, as a possible asset for our effort.  He stated there is a need to develop a formal agreement with ASI and he suggested that a splinter meeting, to include the German Space Center (DLR), be setup at the ISRSE meeting in Stresa, Italy on May 4-7.
5.  Point was made that remote sensing data is only one half the total data  picture with the other half being ground data.

6.  Guy Seguin expressed concern about whether a data acquisition plan is being developed.  He was assured that such a plan is being actively developed that details satellite needs and desired commitment level of each satellite operator for the next 6-8 months.
7.  Nicole Alleyne initiated a discussion about how the CDERA can assist to acquire participating countries data holdings.

Action 4-22-09-01 – Stu Frye/Andrew Eddy/Giovanni Valentini – Develop a formal agreement with ASI to gain access to the Italian COSMO SkyMed satellite as an asset for this effort.
Action 4-22-09-02 – Giovanni Valentini – Setup splinter meeting, with ASI and German Space Center personnel, during the ISRSE meeting in Stresa, Italy on May 4-7 to discuss gaining access to the Italian COSMO SkyMed satellite.
Action 4-22-09-03 – Andrew Eddy/Stu Frye – Finalized the work plan over then next 3 weeks.

Action 4-22-09-04 – Andrew Eddy – Setup telecon with Alessandro Coletta as follow-up to the COSMO-SkyMed collaboration.
Action 4-22-09-05 – Andrew Eddy/Stu Frye – Build the appropriate bridges to Haiti and the Dominican Republic to allow their participation in the Caribbean Flood Pilot effort.

Action 4-22-09-06 – Emil Charrington – Setup a meeting mid June to early August to host participating nations at CATHALAC or another appropriate location for remote sensing training.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Solar array characterization performed on April 18 at 07:41 UTC.

Mission Planning

No change from last week’s reporting.
Flight Dynamics

KML products that display the ground track and the instrument swath will now be generated as a part of nominal flight dynamics operations.  Products will be generated three times a week on Monday, Wednesday, and Friday.  Each product set will include 8 days worth of predicted flight path and instrument coverage.  FOT is currently waiting for a final delivery location from the project.

New flight dynamics machines have been setup to send e-mails through the cygwin environment.

Product delivery scripts and code have been transferred over to the new flight dynamics system.  FOT has started modifying the legacy delivery code to improve reliability and standardization.
Trending

ITPS is capturing data from the spacecraft and has been since April 15.  Data is received for each of the approximately ten daily passes.  EO-1 has no working solid state recorder so only real time data is available (i.e. about 8% of total data).

Ingest service crashed on 4/19 and again on 4/21.  It is likely that this is a result of the data gap being set too low, resulting in thousands of false gap messages per pass.  The gap value was reset to 1500 ms (up from 1000 ms), which has eliminated the false gap messages.  It should be noted that while Ingest crashing is troubling it is not critical.  Ingest will not lose data but will restart automatically.

The computer apparently rebooted on April 21 as a result of Windows Update.  Systems Administrator will change configuration so that the system will only boot per user request.

FOT discussed access to life of mission data.  Historical data since launch is available in the form of data tapes.  FOT will make an attempt to ingest this data into the FEDS systems so that it can be played back into the ITPS system.  The volume of data is approximately 2 terabytes.   The hard drive of the computer is not sufficiently large to store the life-of-mission telemetry.  The total size is about 365 GB. FOT needs to consider options for adding disk space to EO-1 ITPS computer.

FOT will work on plan to compare ITPS values with ASIST reported values.  Will determine if a subset of mnemonics is sufficient and if ST-5 comparison Perl scripts could be reused.

FOT will determine which mnemonics need to be added to LTT daily statistics and will activate product automation for these mnemonics.

System Administration
EO-1 was granted a 15 day extension for resolving and reporting on the vulnerabilities associated with the recent EO-1 audit. 

· The FTP version running on one of the front end computers (FEDS) returned multiple high vulnerabilities. The FTP program has been upgraded to a newer.

· The ftp version running on one of the legacy mission planning computers also has vulnerabilities.  Research continues to address this issue.

Contacted the personnel in charge of the IONET firewall to ask about the status of the ASPEN rules. They reported that the OGRS request website is not functioning properly. Their System Administrator has been notified. Status will be reported when the website is working again.

Worked with the FOT and an ITPS developer to further configuration and test the trending system.

· The automatic Windows update setting was changed so that it will only notify when an update is available instead of downloading and installing it. This will keep the computer from restarting after an auto-update.

The issue of two EO-1 printers having the same IP address has been resolved. The settings for both printers were reset and each printer was assigned a unique address provided by security.  Passed all of the information on to security so their database can be updated.

Worked with FOT to install and configure an email program within the cygwin environment on the new flight dynamics computer. This program has been successfully tested.

Contacted the System Administrator at White Sands to request FTP access to one of their computers from the new flight dynamics computer. FOT reports that they do have this access.
GROUND AND SPACE NETWORK

Station Downtimes

Wallops Ground Station (WGS) is code RED:
· WGS not being included in schedule per station request

· Estimated time to resume operations is April 27 at 20:00 UTC.
McMurdo Ground Station (MGS) code RED from April 20 at 02:06 UTC to April 21 at 14:30 UTC.

· Lost scheduled S-Band support on April 20 at 10:47 UTC.
Operational Discrepancies

No major problems to report.
UPCOMING EVENTS

MLT control maneuvers:

· FOT will conduct inclination maneuvers to maintain the MLT at very close to 10am.

· First maneuver will be on May 12, 2009.

· Second maneuver will be on May 14, 2009.

· Both maneuvers will be 250 sec. in duration.

Imagery Status

Scenes and Engineering Cals planned for week of April 16 – April 22, 2009             114
Total scenes and engineering calibrations planned for entire mission – approximately 44,983
Total Scenes:  ALI scenes in the Level 0 archive              40,869 (as of April 22, 2009)

                         Hyperion scenes in the Level 0 archive    40,622
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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