Weekly Status Week of September 4 – September 10, 2008

Day of Year 248 - 254

Mission Day 2852 - 2858

Earth Observing-One (EO-1) General

There were 124 Data Collection Events (DCEs) scheduled this week.  

INSTRUMENTS

All instruments operated nominally this week.

ALI internal calibration performed on September 8, 2008 at 02:39z.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events.

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Members of the team were named as Co-Investigators on two Small Business Innovation Research (SBIR) proposals submitted by collaborating team members.

Sensor Web & Virtual Observatory Demonstrations

A teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, September 4.  The following items of interest were discussed:

· Upcoming Ikhana UAS wildfire flights are scheduled for Sept 18 & 25.

· Don Sullivan and Stefan Falke will exercise a smoke Web Coverage Service (WCS). 

· The cloud prediction WCS being developed by Draper Lab has been made available for testing.

· The next Tactical Fire Remote Sensing Advisory Committee (TFRSAC) meeting is planned for mid Nov 2008.  Representative from team will present improved and faster delivery of fire products derived from EO-1 ALI data.

· A plan of support activity is being developed for the upcoming Ikhana flights.

· The following capabilities are goals for the Ikhana flights or soon thereafter:

· Exercising of Don Sullivan’s new SPS for the Ikhana.

· Re-integration of the WFS which translates MODIS hot pixels into lat/long for targeting EO-1 via the EO-1 SPS and/or the campaign manager.  Presently not running.

· Creation of ALI L1G processing at GSFC plus automated workflows which trigger a WPS to create ALI derived products of visible, burn scar, active fire geotiffs/KML files.  Vuong Ly and Ben Welton are working on the ALI L1G and the related SOS at GSFC.  Plan is to feed ALI active fire pixels into WPS which will generate triggers to task other assets. 

· Flight lines for EO-1 are being exported to KML: for display on Goggle Earth.  The team is exploring ways to place ALI and Hyperion swath outlines on Goggle Earth depicting scheduled scenes and potential replacement targets per orbit on Google Viewer.  In addition, the team is exploring how to integrate the Google Earth view with the Campaign Manager where the display utilizes Google Maps.

· The Global Hawk UAS, a larger replacement for the Ikhana UAS, is scheduled for three test flights in January – April 2009.  

· Sensor web capabilities developed for Ikhana will be incorporated into the Global Hawk.

· Stefan Falke is collaborating with the EO-1 team in the GEOSS AIP Air Quality effort.

· An in-person meeting is being scheduled with Stefan Falke and Scott Fairgrives the next time they are in the D.C. area.

A teleconference was held with JPL personnel on September 8 to discuss the possibility of increasing the number of average weekly Data Collection Events.  There were suggested 11 major operations improvements that can possibly increase the weekly number of DCE’s acquired by EO-1 and improve DCE quality.  The goal is to increase the average weekly DCEs from approximately 100 to 124.  The suggested improvement actions are as follows in priority order.  The first four actions must be accomplished as rapidly as possible prior to working on the others.
1. Allow single vs. dual acquisition interchangeability.

a. Maintain current ability to replace single acquisition with a new single.

b. Dual to be replaced with another dual acquisition. – This is accomplished in two ways:  a single replacement record that knocks out one of the two scenes in the dual pair or two individual replacement records are sent that comprise a dual scene to replace the existing dual scene.

c. Dual to be replaced with a single acquisition. – If the single replacement from item b does not get scheduled and thus not become part of the dual scene, it will replace the entire dual with a single scene.

d. Single to be replaced with a dual acquisition.

2. Modify the schedule interface provided to GSFC such that it supplies the following status information: 

a. Accepted or rejected

b. Bumped

c. Up-linked

d. Executed

e. Level 0 data processed

f. Got data

3. Allow deletion of scheduled X-bands or addition of unscheduled X-bands where S-bands are already scheduled.

4.
A Web Feature Service (WFS) is needed that will ingest data from the Hyperion WPS classifiers (already running there) and identify locations of trigger events from those data.  For example, for the fire theme, lat/lons would be computed for active burning areas that show up as hot pixels in the thermal summary.  Subsequently, there is the need for a Threat Analysis Service (or whatever we want to call it) that will compute centroids for those locations and turn them into target requests (for EO-1, the UAS, and other assets).  In conclusion, there is the need to publish those triggers via a Sensor Alert Service.  JPL is to create these services so they can be orchestrated from GSFC via workflows.

5. Relax the constraint for required separation times between events such as slews, biases and earth acquisition.

6. Reduce number of events such as dark cals and instrument decontamination.

7. Build appropriate intelligence into onboard storage schemes.

8. Request, from the ground, an unscheduled X-band downlink to a selected ground station.

9. Make it possible to have visibility into the schedule for the upcoming 7 days that includes all significant events.

10. Give ALI access to onboard data to make ALI data delivery faster.

11. Facilitate ability to implement onboard science classifiers by dropping-in code or by use of Support Vector Machine (SVM) classifiers.

To most properly determine the feasibility of performing the above improvement actions, discussions need to be had with the following persons per the listed actions.

1. Danny Tan – Actions #1, 2, 3, 4, 5, 9, & 11

2. Seth Shulman – Action #5

3. Paul Sanneman & Mike Cully – Action #5

4. Mission Science Office – Action #6

5. Bruce Trout – Action #7 & 10

6. Pat Cappelaere & Stu Frye [GN, FOT, EDOS, & White Sands] – Action #8

Another teleconference with the flood early warning sensor web collaborators was held on Tuesday, September 9.  The following items were discussed:

· This effort is focusing on the need to acquire flood data in a most timely manner.

· There was some discussion to coordinate presentations by the group that will be given at the CEOS WGISS meeting in Boulder, CO on 24 September, collaboration activities for the GEOSS Architecture Implementation Pilot (AIP) meeting also in Boulder on 25-26 September, and the UN-SPIDER meeting in Bonn, Germany on 13-15 October.

A teleconference was held with the GEOSS AIP participants on Tuesday, September 9 where the group asked Stuart Frye to lead the Disaster Management scenario for the Pilot effort.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week. 

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Command Management System (CMS) upgrade to Stored Command Processor (SCP):

No change from last report.

GPS leap second insertion:

· Currently FOT is investigating the differences observed when comparing the predicted ephemeris generated by the flight dynamics systems in the MOC vs the real-time observations made by the GPS system on-board the spacecraft.

· FOT has noticed a slight increase in the difference of cross-track component of the orbit.

· This may be due to the upcoming leap second being broadcasted.

· FOT may be required to introduce an offset in the EOP (Earth Orientation Parameters) uplinked to the spacecraft every Sunday from the MOC.

· FOT can include a minus one second offset into the EOP.

· FOT will trend the comparisons of Radial, Cross-track and In-track components to determine if the increase is gradual or instantaneous. 

· This offset will be removed from the system after January 1, 2009 when the leap second is officially introduced to all systems.

Mission Planning

ASPEN upgrade:

· Systems administrator has run into several issues installing MATLAB onto Red Hat version 5.

· Systems administrator currently working closely with Mathworks (MATLAB developers) to resolve all issues.

Flight Dynamics

PF2 tracking data problems:

· Tracking data provided from the station cannot be used due to bad Doppler measurements.

· STK has problems converging on a best fit solution when introduced with tracking data from the PF2 station.

· FOT has informed the ground station.

Tracking data accounting:

· FOT has developed another tool to account for all incoming tracking data files.

· FOT is now being notified if a station fails to deliver tracking data post contact.

· FOT currently receiving a daily notification that includes activities of the previous day.

· This notification will include all received and missing tracking data file names.

· This tool will help the FOT closely monitor station activity and ensure that all tracking data files are being delivered to the MOC in a timely fashion.

System Administration

MATLAB installation on ASPEN machines:

· MATLAB currently working only in text mode on the machines.

MOC Replacement Hardware:

· The new replacement primary real-time systems hardware will be brought online in the MOC on September 15, 2008.

· Once the FOT and the systems administrator validate all operations on the new hardware, FOT will perform real-time operations using the new machine.

· Current hardware will be utilized as backup.

GROUND AND SPACE NETWORK

Station Downtimes

McMurdo Ground Station, AK, US

· Currently operating RED for S-Band supports.

Operational Discrepancies

No major problems to report.

Upcoming Events

Mean Local Time (MLT) control inclination change maneuvers:

· First 400-s inclination maneuver on Sep 30, 2008 at 13:01:09z

· Second 400-s inclination maneuver on Oct 02, 2008 at 14:18:12z

· Projected to raise MLT above 10:00 am.

Lunar Calibration

· An all instrument nominal lunar calibration will be performed on September 15, 2008 during the 21:10z umbra.

· A modified lunar calibration will be performed three orbits after the nominal calibration.

Imagery Status

Scenes and Engineering Cals planned for week of September 4 – September 10, 2008              124

Total scenes and engineering calibrations planned for entire mission – approximately 42,050

Total Scenes:  ALI scenes in the Level 0 archive            37,912 (as of September 10, 2008)

                        Hyperion scenes in the Level 0 archive    37,662
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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