Weekly Status Week of October 23 – October 29, 2008

Day of Year 297 - 303

Mission Day 2901 - 2907

Earth Observing-One (EO-1) General

There were 73 Data Collection Events (DCEs) scheduled this week.  

NOTICE:

There is in the planning stage an 8th anniversary celebration commemorating the launch of EO-1 on November 21, 2000.  We are trying to set the date, time and place for November 25 at 3pm at the GSFC recreation center.  Keep tuned - finalized details will be forthcoming.

INSTRUMENTS

All instruments operated nominally this week.

Instrument decontamination cycles:

· ALI de-icing performed on October 27 (301) at 16:59z to October 28 (302) at 07:45z.

· Hyperion out-gassing performed on October 27 (288) at 17:07z to October 28 (302) to 07:59z.

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from the Solid-State-Recorders. Engineering data is being received during real-time contacts and for all science imaging events. 

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

A team member Stuart Frye had a telecon discussion with JPL personnel Steve Chien and Danny Tran about how to best model EO-1 imaging operations and associated inputs so that pertinent changes to image sequences are revealed. 

EO-1 will be performing a 2 week long experiment starting 27 October and ending 9 November 2008 to characterize the dark current drift on the ALI instrument for use by the Landsat Data Continuity Mission development team.  During the first week of testing, EO-1 will image one scene per day.  During the second week, EO-1 will image one scene every other day.  No Sensor Web, Campaign Manager, or Cloud Coverage alternates will be accepted by the ground system during the test period to prevent any unwanted perturbations to the results.  We apologize for any disruption this may cause to on-going data collection efforts.

Sensor Web & Virtual Observatory Demonstrations

The Sensorweb team of the EO-1 Mission participated in the Monterey Bay 2008 Marine deployment (MB08) studying algal bloom development in the Monterey Bay 10-26 October 2008.

The MB08 deployment included numerous institutions including the Monterey Bay Aquarium Research Institute (MBARI) NASA/JPL, UC Santa Cruz, NOAA, University of Washington, UCLA, National Park Service (NPS), Naval Research Laboratory-Monterey (NRL-MRY), University of Hawaii, UC San Diego, Rutgers, Cal Poly San Luis Obispo, NRL Stennis Space Center, University of Maine, Moss Landing Marine Laboratories (MLML), Caltech University, NASA/GSFC, and UC Davis.

MB08 included deployment of Autonomous Underwater Vehicles, Seagliders, Drifters, Surface ships, moorings, and fixed assets.  MB08 also included satellite data from POES, SeaWiFS, MERIS, MODIS, ASTER, EO-1/Hyperion, ALOS, as well as coastal radars and aircraft overflights.

Specifically, EO-1 Hyperion acquisitions were made in coordination with the EO-1 Sensorweb team on the 10th, 13th, 18th, 20th of October and used automated workflows to process and deliver the data to the MB08 science and operations team.  The JPL Sensorweb scientist also provided two derivative science products – Fluorescence Line Height (FLH) and Maximum Chlorophyll Index (MCI) linear baseline data products.  These automated Sensorweb workflows demonstrated the utility of automated science processing and delivery of EO-1 products to support science operations. Operational areas identified for future work include improved instrument and atmospheric correction.

The MB08 team also discussed future demonstrations of the EO-1 Sensorweb to automatically trigger observations from remote sensing ocean systems such as MERIS and MODIS as well as using permanent in-situ sensors in Monterey Bay to trigger EO-1.  Such sensors include nutrient sensors for point of entry to Monterey Bay as well as moorings in Monterey Bay.  These automated Sensorweb triggers would represent another application of automated response to enhance science automatic acquisition of remote sensing data during periods of intense algal activity could significantly enhance the study of biological activity in Monterey Bay.

In conjunction with the MB08, the Sensorweb team also participated in the OGC Integrated Ocean Observing System, Oceans Innovation 2008 Workshop and World Summit meeting, October 19-22.  The meeting was held in St John’s, Newfoundland, but trained all Sensor Web Enablement (SWE) components and services available for this effort on Monterey Bay to provide contemporaneous observations via Sensorweb.  For this demonstration, the Hyperion Web Processing Service (WPS) for visible image was used with the Campaign Manager, Secure Workflow Chaining Service, SPS, and SOS to deliver classification products to demonstration participants.  ALI Level 1G data from two of the EO-1 acquisitions was also delivered through a new Python-based SOS.

A teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, October 23.  The following items of interest were discussed:

· Participants:
Troy Ames, David Smithbauer, Steve Kolitz, Stu Frye, Pat Cappelaere, Peisheng Zhao, Eugene Yu, and Joe Young

· On November 24, an ESTO AIST annual review of the Supplemental Award will occur.

· Action Item 1 - All of the collaborators need to finalize their activities in the next two weeks for input to the Supplemental Award report (i.e., Smoke Model WCS, Cloud Predicts WPS, OpenID Implementation, and Publish Subscribe Alert Mechanism).  We also need to include status of the smoke product triggering and use of smoke predict in the report.

· Dave Smithbauer’s SensorML has been used at GSFC as a description of the EO-1 satellite and instruments to produce a “Get Capabilities” service response for the new ALI Level 1G SOS at GSFC that will be hosted on the EO-1 mission website.

· Steve Kolitz has a cloud prediction WPS working at Draper Lab behind their firewall and accessible only via use of a GSFC IP address (i.e. not on open internet).  

· Action Item 2 – There is the need to open a pinhole in the Draper Lab firewall to the new Campaign Manager web server IP address so that it can query their cloud predicts on the open internet.  Pat Cappelaere is to send the IP address and Dan Mandl is to send a letter making the request for a pinhole.

· Action Item 3 – Dan Mandl and Chris Durachka are to meet to assess the server needs for the new ALI SOS.  Dan Mandl is to retain maintenance support for the SOS (either with Chris Durachka or some other programmer).

· Action Item 4 – Once the ALI Level 1G is set-up in the MOC and the Level 1G SOS is running on the EO-1 web server, Pat Cappelaere and Linda Derezinski will implement the burn scar, active fire map, and pan-sharpened visible image on the new web processor server retained from Joyent using IDL code and the ENVI software program.

· Action Item 5 – Pat Cappelaere is to fix the Campaign Manager’s ability to task EO-1.

· Action Item 6 – The GSFC team is to coordinate with GSFC Network Security to implement an OpenID server at GSFC.

· Action Item 7 – GMU agreed to implement an OpenID server that will operate in concert with other OpenID providers such as Northrop Grumman and NASA/GSFC. 

· Action Item 8 – Dave Smithbauer is to implement a workflow chain for Hyperion burn scar product.  He needs two items to accomplish this task.  One – Pat Cappelaere is to provide a KML generator and two – Rob Sohlberg is to validate the Hyperion burn scar product.

· Current OpenID servers are being provided by commercial companies such as Yahoo and VeriSign Labs for free.

A first teleconference, to focus strictly on the GEOSS AIP-2 Flood Pilot, was held on Tuesday, October 28. The following topics were discussed:

· The Flood Pilot teleconference was organized to introduce team members from multiple parallel activities for improved flood response data to each other and to review the status of those activities as they relate to the Global Earth Observation System of Systems (GEOSS) Architecture Implementation Pilot Phase 2 (AIP-2) Disaster Management (DM) Scenario.  Activities and associated action items to occur over the next 6-8 months need to be defined.
· The Kick-off meeting for the AIP-2 was held in Boulder Colorado at the end of September.  The following link is to the GEOSS AIP-2 web site which contains information about the participants, working group organization, and on-going conduct of that entire effort:

http://www.ogcnetwork.net/AIpilot  

· The invitation to join the Flood Pilot teleconference and to sign up for the GEOSS AIP-2 Disaster Management (DM) Email list was sent to over 100 collaborators who can potentially contribute to the AIP-2 effort.  To join the AIP-2 DM Email list, sign up at the following link:

https://lists.opengeospatial.org/mailman/listinfo/aip_disasters  

· One group of Flood Pilot collaborators who are being invited to the teleconferences and Email list are the participants involved in the Caribbean Flood Pilot.  The Caribbean Flood Pilot is being initiated by a group of Caribbean agencies and institutions assisted by the Committee on Earth Observation Satellites (CEOS) Societal Benefit Area (SBA) team for DM chaired by Guy Seguin of the Canadian Space Agency (CSA).  This is part of a larger GEO effort under DI-06-09 to study the Use of Satellites for Risk Management, an effort co-chaired by the CSA and UNOOSA/UN-SPIDER. DI-06-09 is currently compiling a global assessment of user requirements for multi-hazard disaster management during all phases of disasters.  Once this work is complete, user requirements will be used by the CEOS Disaster SBA Team to define requirements for future satellite missions.  More information about the activities of GEO DI-06-09 and the CEOS Disasters SBA Team can be obtained by writing to the group secretary:

andrew.eddy@athenaglobal.com
· The CEOS Disasters SBA Team submitted a response to the Architecture Implementation Pilot phase 2 (AIP-2) that was accepted for participation by the AIP-2 organizers, the Group on Earth Observations (GEO) Architecture and Data Committee (ADC).  This Caribbean Flood Pilot, now led by NASA GSFC, aims to demonstrate how increased and improved use of satellite data in a regional context can lead to significantly enhanced disaster mitigation, warning, response and recovery. The Point of Contact (POC) for the Caribbean Flood Pilot is Stuart Frye who supports the NASA Goddard Space Flight Center (GSFC) and who submitted the AIP-2 response for the team.  Stuart represented the Caribbean Flood Pilot at the Boulder meeting and led the DM Scenario organizing session there.  He was asked by the AIP-2 organizers to continue to lead the AIP-2 DM Scenario with co-lead Didier Giacobbo of Spot Image.  Further information on the Flood Pilot can be obtained by writing to: 

stuart.w.frye@nasa.gov
· Another group of potential flood collaborators who were invited comes from the list of the other respondents to the AIP-2.  Thirty four teams from around the world submitted responses to the AIP-2 and sent representatives to the Boulder meeting.  Several of those teams volunteered to work on the DM Scenario and most of them are offering some sort of flood data in support of the AIP-2 effort.

· A third invited group of potential collaborators are working on Flood Early Warning System prototypes with the CEOS Working Group on Information Systems and Services (WGISS).  These colleagues are putting together global observations from satellites with flood models utilizing Sensor Web technologies.

· The POC for the third group is Dan Mandl of NASA/GSFC.  Prior to Tuesday’s teleconference, Dan distributed a PowerPoint file summarizing the global flood sensor web concept, a set of satellite-based data products, and models.  After introductions, the teleconference group discussion started with Dan’s review of the UN-SPIDER workshop held two weeks ago in Bonn, Germany and the relationship between the sensor web flood concept and the International Disaster Charter, a group of nations offering satellite data of major disasters.  How to activate the International Charter satellites to target flood disasters and deliver data automatically is part of the sensor web approach.  The GEO DI-06-09 group is also working in parallel with the International Charter to extend access to the Charter to a large number of disaster management agencies outside the current Charter members.

· How to use the event timeline developed by the International Federation of Red Cross/Red Crescent of the Myanmar flooding as a basis for documenting the scenario for applying satellite data to local/regional coverage was also discussed.  

· Some of the discussion was about why the GEOSS AIP-2 seems to be focused on local/regional demonstrations rather than an end-to-end view of global utilization.  A reason was offered that the GEOSS is trying to show integration of local/regional data sets with global capabilities as a core feature in its architecture.  It was pointed out that both approaches need to be pursued in parallel. Smaller scale regional demonstrations allow for broader use of different data types including in situ and socio-economic data, as well as expensive private satellite data. This pushes the envelope of what can be done using satellites, and provides a showcase for satellite-based capabilities. The global approach is equally important, because if we are to scale our efforts to the entire planet, we must have systems that can be used rapidly and effectively anywhere in the world on very short notice at a very low cost. The two approaches are complementary.

· A short discussion about how to organize such a large set of collaborating groups was attempted, but no conclusion was reached.  Each set of collaborators will continue to meet on their own for now though there is acknowledged usefulness in exchanging updates on the status of different initiatives.  At certain times during the coming months, coordinating teleconferences with all collaborators for the sake of the AIP-2 will be attempted. 

· In order to assist in the coordination of the different initiatives and the identification of possible contributions, teleconferences participants were asked to send a short e-mail to Stuart indicating who their organization is, which project they were interested in participating in, what their likely contribution would be and who else not currently involved they might suggest to address gaps. Each group will then consolidate this input and be able to move forward on an independent path to achieve their objectives.

· For future meetings, it was suggested that WEBEX might be a good way to convene meetings for up to 25 participants. Dan Mandl agreed to look into whether this could be done using existing software licenses. 

· Stuart encouraged the group to sign up to the Email list since that is the way he is trying to coordinate both the Caribbean participants and the other GEOSS AIP-2 respondents.

· Use of three prototype GEOSS Portals was outlined.

· One objective is to have the Flood Pilot scenario working for the upcoming annual flood season in Africa for the Zambezi River Basin and the Lake Victoria region. 

· Part of this effort is to expand use of global satellite data for regional and local areas.

· Bob Adler will forward his flood map presentation to the entire group.

· The group will analyze a Miramar flood study performed by CUNY that overlaid flood and population maps.  This study serves as an example of a scenario to be pursued under the Pilot effort.

· It was strongly suggested that each group/individual enter their components and services into the GEOSS registry after they are validated.

· Stuart Frye is keeping a list of components and services that are in development and planned to come on-line during the Pilot duration.

· The components and services will continue to be available after the formal 6-8 months of the Pilot and will continue to evolve under the GEOSS framework. 

· UN-SPIDER is also developing a Portal for disaster response that can be utilized during the Pilot.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week.  The JPL supplied ASE goals, sent to the GSFC MOC daily, are presently being input to the on-board ASE manually due to the real-time operations are now running on the backup system until autonomy is restored.  

EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Primary real-time machine off-line:

· FOT has prepared the backup real-time system for operations and by end of the week the backup system was working with full autonomy.

New Automated Notification System:

· No change from previous report.

New Sensor Goal Monitor:

· FOT has successfully installed and configured the new lights out system “Goal Monitor” to the backup real-time system.

· System will replace Sensor Goal Monitor “SGM”.

· FOT has successfully uplinked daily loads as well as sensor web replacements with the new system.  

Mission Planning

ASPEN upgrade:

· Compiler machine placed on CNE network.

· FOT waiting to be scheduled for a security scan.

· JPL developers initially will be allowed access to machine as user.

· Developer privileges will be given to JPL after all paper work is complete. 

Flight Dynamics

New Lunar calibration design: 

· FOT has been tasked with changing the scan parameters of the lunar calibrations performed by the spacecraft.

· No change from previous report.

PF2 tracking data problems:

· FOT and the ground station engineers will schedule a meeting to discuss possible troubleshooting options.

System Administration

Primary real-time machine “SLING” replacement:

· The primary real-time machine has been replaced and is being re-built with the latest ASIST version, the new Goal Monitor configuration, and the full autonomy set-up after it has been successfully run on the backup system.  

GROUND AND SPACE NETWORK

Station Downtimes

Tasmanian Earth Resources Satellite Station, a.k.a. Hobart (HGS), Hobart, Australia:

· No change from last report.

Operational Discrepancies

· No major problems to report.
Upcoming Events

· Lunar Calibration:

· An all instrument nominal lunar calibration will be performed on Thursday, Nov. 13th during the 16:28z umbra.

· A modified lunar calibration will be performed three orbits following the nominal. 

Imagery Status

Scenes and Engineering Cals planned for week of October 23 – October 29, 2008              73

Total scenes and engineering calibrations planned for entire mission – approximately 42,751

Total Scenes:  ALI scenes in the Level 0 archive            38,627 (as of October 29, 2008)

                        Hyperion scenes in the Level 0 archive    38,377
Publications and Presentations Status 

404 publications 

284 external presentations

53 articles and press releases
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