Weekly Status Week of June 5 – June 11, 2008
Day of Year 157 - 163
Mission Day 2761 - 2767
Earth Observing-One (EO-1) General

There were 95 Data Collection Events (DCEs) scheduled this week.  
The normally scheduled weekly teleconference with the International Federation Red Cross (IFRC) and other international organizations working in the area of global flood disaster alerts was not held because key participants were attending a GEOSS conference at the Ukrainian Space Research Institute in Kiev. 
The special workshop for the Red Cross Flood Early Warning System was held on Friday, June 6 at the Ukrainian Space Research Institute.  After reviewing key available measurements and models that are available, Peter Rees, head of Operations Support, pointed out that we still had holes in order to make decisions earlier than possible now.  Although we can provide good situational flood extend via such satellites such as MODIS and even obtain 60 cm resolution images from satellites such as Quickbird, we as a group could not point to a key predictor or available measurement that would change the Red Cross decision making process at this time.  We left with actions to examine a number of leads.  The greatest interest is in prediction models.  But for floods, that generally requires detailed hydrological models.  The problem is that areas that have detailed hydrological models and good ground instrumentation would not be the type of areas that the Red Cross would tend to serve.  They tend to serve remote areas which do not have much infrastructure.  The Red Cross personnel did like the TRMM model which on a course/global scale could predict floods in the near future.  Also, they liked the anomaly models produced by the International Research Institute for Climate and Society (IRI) from Columbia University.  But we still need the “last mile” which can provide enough certainty to have confidence to accelerate key decisions that save lives.

A meeting was held at National Reconnaissance Office (NRO) on June 10, 2008 to go over the collaborative activity between NASA and NRO.  Stuart Frye, Dan Mandl, Pat Cappelaere and Gran Paules attended.  Arrangements were made for future interactions.  NRO was most interested in having one asset trigger another and accessing sensors that are on the open side of the network from the secure side.  
The ESTO interim progress review for the supplemental award on an Expanded Interoperable Architecture for Sensor Webs was held on June 11, 2008.  No major actions were assigned other than to update one of the charts. 
INSTRUMENTS

All instruments operated nominally this week.
Instrument decontamination cycle:

· ALI out-gassing was performed on June 5 (157) from 04:27z to 18:49z.

· HIS de-icing was performed on June 5 (157) from 04:17 to 18:39.
North Pole Special Collects:

· FOT has been tasked with designing a special Data Collection Event (DCE) to target the North Pole.

· FOT designed an LTP (scene request file) that was delivered to the JPL-ASE team.

· Two DCE’s were designated to be executed by ASPEN as baseline images.

· First DCE was executed on Monday June 9, 2008 with a scene start time of 13:11:05z and with a roll angle of 56 degrees.
· Second DCE is scheduled to be executed on Thursday June 12, 2008 with a scene start time of 13:28:10z. 

EO-1 Spacecraft Subsystems

Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from its Solid-State-Recorders.

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations
The weekly teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was held on Thursday, June 5.  The following items of interest were discussed:
· Pat Cappelaere has created a location on the internet for disaster management requestors to submit tasking campaigns.  Posting requests to that location are now permitted by SERVIR representatives in the U.S. and permission will be granted next week to Panama, Kenya, and the International Red Cross for posting disaster data requests.
· Our team is working with the Mission Science Office to sort through which of the new MSO members are to be doing what activities in support of technology for delivering new science products including new detection algorithms, atmospheric corrected reflectance, soil moisture, water depth, and others.
· Dave Smithbauer agreed to analyze SensorML workflow creation using BPMN tools instead of the SensorML specific tools produced by the University of Alabama Huntsville.

· Our team is exploring collaborating with the OASIS autonomous surface fleet program at the Wallops Flight Facility and the U.S. Naval Academy in performing joint experiments on the Chesapeake Bay.

· Rob Sohlberg agreed the University of Maryland would create an IDL program to do band combinations and make the code open source and possibly provide the service that would create products.
· It was agreed that new flood products such as MODIS 16 day cloud free composites need to be developed and made autonomous.
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week with the exception of the period when the PPT test was conducted.
EO-1 MISSION OPERATIONS CENTER

Real-Time

Spacecraft state of health is currently nominal.

Command Management System (CMS) upgrade:

· FOT has delivered all required products and databases to the ASIST developers.

· A unique version of the Stored Command Processor (SCP) will be configured by the developers for the EO-1 project.

· FOT has generated an integration and test plan for the required work.

Mission Planning
ASPEN upgrade:

· FOT has generated an integration plan for the systems.

· A detailed test plan will also be generated by the FOT.

· Systems administration has begun initial setup which includes.

· Operating System configuration

· Information Technology (IT) Computer Information Systems (CIS) benchmarking

· Third party software installation and configuration.
Flight Dynamics
Pulse Plasma Thruster (PPT) testing:

· FOT conducted a PPT test on June 5, 2008.

· Instrument safety during testing.

· HSI instrument was powered off during PPT testing (resulted in Cyrocooler being put in de-icing mode).

· PPT test performed while ALI instrument completed a decontamination cycle.
· During this test the PPT was not placed into a closed loop pitch control mode.
· Test firings were conducted only through override commanding.

· FOT commanded PPT through three separate TDRS contacts.

· Performance.

· Plug 2 performance was nominal.

· Plug 1 experienced a number of “misfires” where the spark plug capacitor in the firing circuit failed to discharge.

· Reaction wheels were quickly able to eliminate all attitude errors during firings.

Data Analysis and Trending

No change from last report.

System Administration

Systems upgrades and IT security requirements:

No change from last report.

Operational Enhancements Requests and Discrepancy Reports
No change from last report.
GROUND AND SPACE NETWORK

Station Downtime

No major problems to report.

Operational Discrepancies

No major problems to report.

Support Enhancements  
Certification of PF-2:
· FOT has completed development of operational tasks to ingest scheduling files that include PF-2 station.
· On June 16 & 17, engineering pass tests will be conducted using, S-band only, to verify successful uplink and downlink communication.  Also these tests will verify that deliverables and products between the White Sands scheduling, JPL, and the EO-1 MOC are configured properly.  An X-band test is not being conducted because a sensor web scene is needed at the same time as the X-band test was to be scheduled.  After successful completion of three X-band and S-band engineering pass tests and acceptance of all data products, PF-2 will be certified for EO-1.
WS1 antenna testing:
No change from last report.

Upcoming Events
North Pole Special DCE:
· Second DCE is scheduled to be executed on Thursday June 12, 2008 with a scene start time of 13:28:10z. 

Lunar Calibration:

· An all instrument nominal lunar calibration will be performed on June 19, 2008 during the 07:55z umbra.

· A modified lunar calibration will be performed three orbits later.
· Once the modified lunar calibration has been validated, a nominal calibration will be discontinued.
Imagery Status
Scenes and Engineering Cals planned for week of June 5 – June 11, 2008              95
Total scenes and engineering calibrations planned for entire mission – approximately 40,162
Total Scenes:  ALI scenes in the Level 0 archive            36,537 (as of June 11, 2008)

                        Hyperion scenes in the Level 0 archive    36,286
Publications and Presentations Status (as of 12-05-07)
404 publications 

284 external presentations

53 articles and press releases
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