Weekly Status Week of April 24 – April 30, 2008
Day of Year 115 - 121
Mission Day 2719 - 2725
Earth Observing-One (EO-1) General

There were 103 Data Collection Events (DCEs) scheduled this week.  
S Habib & F Policelli/604, S Ungar/614 and D Mandl/581 visited the Center for the Humid Tropics of Latin America and the Caribbean (CATHALAC) facility in Panama to conduct a technical interchange to find ways to collaborate between SERVIR, a NASA HQ funded project being conducted at CATHALAC, and the EO-1 mission sensor web efforts.  SERVIR is a regional visualization & monitoring system for Mesoamerica that integrates satellite and other geospatial data.  Representatives from Kenya's Regional Centre for Mapping of Resources for Development (RCRMD) also attended. Both CATHALAC and RCRMD are dedicated to providing remote sensing derived science products to support decision making for sustainable environmental efforts by various government entities.  Steve Ungar and Dan Mandl provided an excellent 2 day training session on the EO-1 mission, sensors, science, applications, and tasking capability to the SERVIR group.  We believe that the SERVIR teams from CATHALAC and RCMRD now have a firm understanding of EO-1 and the conditions under which tasking requests will be considered and data will be provided.  The EO-1 science team is prepared to accept tasking requests from the CATHALAC and RCMRD designated representatives via automated means once NASA HQ approves this approach.

Shahid Habib/Office of Science Utilization/604 made an excellent presentation (arranged by CATHALAC) covering Earth sciences and applications for sustainable environmental management to a large audience of invited people from the government and from academic institutions in an auditorium adjacent to the Panama Canal.  The theme of the talk was the use of earth science measurements to understand earth’s environment as a system and thus be able to better manage and sustain our environment.

INSTRUMENTS
All instruments operated nominally this week.
EO-1 Spacecraft Subsystems
Command and Data Handling (C&DH)

Continued to experience problems playing back engineering data from its Solid-State-Recorders.
Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations
Even though the weekly teleconference between the Advanced Information System Technology (AIST) Sensor Web collaborators was not held on Thursday, April 24 due to scheduling conflicts, a revised Action Items list was sent to the participants.

The EO-1 team met with National Reconnaissance Office (NRO) Futures Lab personnel at GSFC to discuss integrating NASA sensor web components and services with the NRO assets for purpose of supporting the USAFRICOM activity in an integrated cross domain collaborative effort.
We have implemented a new cloud prediction service based on NOAA cloud prediction data and used for tasking five sensor web acquisitions this week to pick the least likely cloudy scenes for tasking.  Cloud statistics from the Hyperion on-board cloud classifier are being used to validate the accuracy of the NOAA data.  In addition, a comparison is being made between the NOAA cloud predict data and the corresponding cloud predicts based on the Air Force Weather Agency data provided by Draper Lab. 
Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week.
EO-1 MISSION OPERATIONS CENTER
Real-Time
Spacecraft state of health is currently nominal.
Chassis current spikes

· During the week several chassis current spikes occurred during a real-time contact with a ground station.  A 0.4 amp peak was recorded during one of the events.  We observed that the onset of the spike occurred during the same orbital position which corresponded to about 86 degrees of a 120 degrees rotation pattern of the solar array drive. 

· FOT will be setting a meeting with the project and the subsystems engineers to decide on the proper actions to mitigate this anomaly.

Mission Planning
No change from last report.

Flight Dynamics
No change from last report.

Data Analysis and Trending

No change from last report.

System Administration
A meeting was held to discuss all IT security related issues with project management.

· EO-1 MOC will go through a re-engineering effort to meet all possible IT security expectations.

· The project will consider upgrading hardware and software on all three MOC subsystems, real-time, mission planning, and flight dynamics, to eliminate possible IT related risks.

· Flight software lab will also be made a part of this upgrade.

The following table is the list of MOC equipment with planned actions and timeline.


[image: image1.emf]Alias Function Prime/Back OS Action *Timeline

RT1 T&C Prime RH Ent. WS 3 Upgrade to RH Ent. 5 2 yrs

RT2 T&C Backup RH Ent. WS 3 Upgrade to RH Ent. 5 2 yrs

RT3 T&C Backup RH Ent. WS 3 Upgrade to RH Ent. 5 2 yrs

RT4 T&C Prime RH Ent. WS 3 Upgrade to RH Ent. 5 2 yrs

MP1 MP Prime RH Ent. WS 3 **Replace/take off network when have ASPEN 1.5 yrs

MP2 MP Backup RH Ent. WS 3 **Replace/take off network when have ASPEN 1.5 yrs

MP3 MP, T&C Prime AIX 4.2.1 Replace after configure ASIST to ingest UDAP 1.5 yrs

MP4 MP Prime RH Ent. WS 5 Transition to ASPEN 1.5 yrs

MP5 MP Prime RH Ent. WS 5 Transition to ASPEN 1.5 yrs

MP6 MP Prime RH Ent. WS 5 Transition to ASPEN 1.5 yrs

MPFD1 MP, FD Pri. MP/Bck. FDHP UX 10.20 Replace/take off network when have ASPEN 1.5 yrs

MPFD2 MP, FD Bck. MP/Pri. FDHP UX 10.20 Replace/take off network when FD2,3 ready 8 mos

FD1 FD Prime Win NT Replace/take off network when FD2,3 ready 8 mos

FD2 FD Prime Win XP Continue parallel ops 8 mos

FD3 FD Backup Win XP Continue parallel ops 8 mos

FEDS1 FEDS Prime DecAlpha 4.0 878Transition to Linux version 2 yrs

FEDS2 FEDS Backup DecAlpha 4.0 878Transition to Linux version 2 yrs

FEDS3 FEDS Backup DecAlpha 4.0 878Transition to Linux version 2 yrs

Admin1 MOC adminPrime Win XP N/A N/A

Clock1 Countdown Prime Fedora Core 3 Upgrade to RH Ent. 5 ?

ANS1 ANS Prime Fedora Core 3 Possibly upgrade to SDO system on RH 5 ?

ANS2 ANS Backup RH Ent. WS 3 Possibly upgrade to SDO system on RH 5 ?

Back1 Sys backupPrime Cent Possibly upgrade to using SSMO system ?

Trend1 Trending Prime Win NT Transition to using ITPS on Win XP ?

Trend2 Trending Prime Win Server 2003 Transition to using ITPS on Win XP ?




[image: image2.emf]Key:

RT =  Real-Time

MP = Mission Planning

FD = Flight Dynamics

MPFD = Mission Planning/Flight Dynamics

FEDS = Front End Data Systems

TBD =  To Be Determined

ANS = Automated Notification System

T&C = Telemetry & Commanding

? = Timeline not discussed

New machines (not configured)

New machines (already configured)

`
Notes:

*   Estimated timelines are with respect to modified task start date.

** Possibly used as backups to ASPEN after transition.

Operational Enhancements Requests and Discrepancy Reports
No change from last report.
GROUND AND SPACE NETWORK

Station Downtime
No major problems to report.
Operational Discrepancies
No major problems to report.
Support Enhancements  
Certification of PF-2.
· Date for the connectivity and data flow test has been moved to a TBD date past May 5, 2008.
Upcoming Events
A pair of MLT control inclination maneuvers is scheduled to be executed.

· First maneuver will be performed on May 27, 2008.

· Second maneuver will be performed on May 29, 2008.
Imagery Status
Scenes and Engineering Cals planned for week of April 17 – April 23, 2008              103
Total scenes and engineering calibrations planned for entire mission – approximately 39,549
Total Scenes:  ALI scenes in the Level 0 archive            35,937 (as of April 30, 2008)

                        Hyperion scenes in the Level 0 archive    35,685
Publications and Presentations Status (as of 12-05-07)
404 publications 

284 external presentations

53 articles and press releases
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		Alias		Function		Prime/Back		OS		Action		*Timeline

		RT1		T&C		Prime		RH Ent. WS 3		Upgrade to RH Ent. 5		2 yrs

		RT2		T&C		Backup		RH Ent. WS 3		Upgrade to RH Ent. 5		2 yrs

		RT3		T&C		Backup		RH Ent. WS 3		Upgrade to RH Ent. 5		2 yrs

		RT4		T&C		Prime		RH Ent. WS 3		Upgrade to RH Ent. 5		2 yrs

		MP1		MP		Prime		RH Ent. WS 3		**Replace/take off network when have ASPEN		1.5 yrs

		MP2		MP		Backup		RH Ent. WS 3		**Replace/take off network when have ASPEN		1.5 yrs

		MP3		MP, T&C		Prime		AIX 4.2.1		Replace after configure ASIST to ingest UDAP		1.5 yrs

		MP4		MP		Prime		RH Ent. WS 5		Transition to ASPEN		1.5 yrs

		MP5		MP		Prime		RH Ent. WS 5		Transition to ASPEN		1.5 yrs

		MP6		MP		Prime		RH Ent. WS 5		Transition to ASPEN		1.5 yrs

		MPFD1		MP, FD		Pri. MP/Bck. FD		HP UX 10.20		Replace/take off network when have ASPEN		1.5 yrs

		MPFD2		MP, FD		Bck. MP/Pri. FD		HP UX 10.20		Replace/take off network when FD2,3 ready		8 mos

		FD1		FD		Prime		Win NT		Replace/take off network when FD2,3 ready		8 mos

		FD2		FD		Prime		Win XP		Continue parallel ops		8 mos

		FD3		FD		Backup		Win XP		Continue parallel ops		8 mos

		FEDS1		FEDS		Prime		DecAlpha 4.0 878		Transition to Linux version		2 yrs

		FEDS2		FEDS		Backup		DecAlpha 4.0 878		Transition to Linux version		2 yrs

		FEDS3		FEDS		Backup		DecAlpha 4.0 878		Transition to Linux version		2 yrs

		Admin1		MOC admin		Prime		Win XP		N/A		N/A

		Clock1		Countdown		Prime		Fedora Core 3		Upgrade to RH Ent. 5		?

		ANS1		ANS		Prime		Fedora Core 3		Possibly upgrade to SDO system on RH 5		?

		ANS2		ANS		Backup		RH Ent. WS 3		Possibly upgrade to SDO system on RH 5		?

		Back1		Sys backup		Prime		Cent		Possibly upgrade to using SSMO system		?

		Trend1		Trending		Prime		Win NT		Transition to using ITPS on Win XP		?

		Trend2		Trending		Prime		Win Server 2003		Transition to using ITPS on Win XP		?






