EO-1 Weekly Status Week of November 15 – November 21, 2007

Day of Year 319 - 325
Mission Day 2558 - 2564
Earth Observing-One (EO-1) General

There were 97 Data Collection Events (DCEs) scheduled this week.  
EO-1 Spacecraft Subsystems

All spacecraft subsystems functioned nominally with the exception of the Command & Data Handling (C&DH) telemetry playback anomaly reported previously.  

Instruments

All instruments operated nominally this week.  
Reaction Control System (RCS)
· Pair of 900 sec. inclination burns conducted on November 13, 2007 to raise the Mean Local Time (MLT) closer to 10:00 am
· First burn executed on November 13, 2007 at 13:00:13z.

· Second burn executed on November 13, 2007 at  14:38:47z

· Estimated fuel use is 0.611kg, which leaves approximately 5.22 kg of fuel on-board.
· Calculated average duty cycle as 61.908%.

· Current MLT is approximately 9.986 am and rising. 

· Another inclination burn schedule will be established soon after FOT completes analysis of the current burn maneuvers.

· Targeted MLT is 10:00 am.

Technology Activities

In addition to providing ongoing science data collection, the EO-1 extended mission supports on-orbit testbed activities for advanced technology and hyperspectral research.  The status of various validation efforts is contained in the following paragraphs.

Sensor Web & Virtual Observatory Demonstrations

A teleconference was held between the Advanced Information System Technology (AIST) Sensor Web collaborators on Thursday, November 16.  The following items of interest were addressed:

· Wildfire Workshop in Pasadena, CA on Nov 28-29 and chaired by Steve Ambrose where there will be discussed possible future enhanced tasks funded by HQ 
· Results of the sensor web presentation to the Defense Intelligence Agency (DIA) were discussed including a possible collaboration activity with them.

· A sensor web presentation will be given to the National Reconnaissance Office (NRO) with investigation of a possible collaboration activity with them.
· A lengthy discussion occurred on SensorML modeling activity being conducted by David Smithbauer and his interaction with personnel at the University of Alabama at Huntsville (UAH).  He requested information from JPL on classifiers, Katrina EO-1 image data for use by UAH, and more information on the location and orientation on the spacecraft of the ALI and Hyperion instruments.
GSFC has been exploring with JPL how to implement a copy of the JPL Autonomous Sciencecraft Experiment (ASE) ground system at GSFC.  The JPL scheduling system uses the ASPEN software system.  JPL provided a list of 3rd party packages that need to be installed on one of two new servers that will be procured for the MOC as host for the JPL software.  The FOT and Mission Science Office (MSO) will configure these 3rd party packages initially on the Snicker server in the MSO.  The server used to configure the 3rd party packages must compile them in a 32 bit mode.  Once the 32 bit binary files are generated they will be moved to a 64 bit server for operation where ASPEN is running.  In addition, a server is needed to function as a web server.  The web server can coexist on the 32 bit complier server or can exist as a standalone 3rd server.  All servers running these functions will need to run the Linux Red-Hat Version 4 operating system.  This is because the ASPEN server, the web server, and the 32 bit compiler server need to share the same disk(s) that are file sharing mounted.

The GEOSS Architectural Implementation (AI) Pilot team finalized the AI report in preparation for the Earth Observation summit to be held in South Africa on November 26.  The EO-1 team will be represented at the summit meeting and in the exhibit hall by Dr. Steve Ungar where our team video and poster about our wildfire scenario support will be displayed.

Autonomous Sciencecraft Experiment (ASE)

The ASE controlled EO-1 all week.

EO-1 MISSION OPERATIONS CENTER
Real-Time
No change from last report.

Mission Planning
· Two new machines will be purchased to support the mission planning software upgrades.

· One 32bit machine will be purchased

· Machine will be used as the main compiler for ASPEN software

· Machine will later be doubled as the mission planning web-server

· One 64bit machine will be purchased

· Machine will be used as the primary operational ASPEN 

· MOPSS will be revived on Axle

· Primary mission planning system axle will be used as the new development machine.

· All modifications to MOPSS will be performed on Axle.

· All other mission planning tasks will be performed on Speedwheel and Bullseye.

· Two separate command loads have been generated to allow the execution of the lunar calibrations.

· First load will cover the lunar calibration on November 24th and all the images following the sequence.

· Second load will cover the modified lunar calibration on November 25th.

· Loads have been verified and were up-linked to the spacecraft on November 21st.

· Discussions will continue to detail all steps required to utilize the ASPEN software to perform all mission planning operations.
Flight Dynamics
· Delivered post-burn flight dynamics products to scientists and GN/SN scheduling to assist in image and contact planning 

· The conversion of the flight dynamics system from UNIX to Linux has been completed.
· New version of the auto-products software, XFDS, is now equipped with all necessary actions to be able perform automated flight dynamics product generation.

· Parallel testing continues on the new hardware to validate the quality of the products.

· New XFDS software will allow the FOT to complete all flight dynamics processing on one Operating System (OS) instead of two.

· Permanent STK license has been transferred to Statler2 (Linux) from Bullseye (UNIX).

Data Analysis and Trending
No change from last report.

System Administration
· Support SAFS testing to verify connectivity with delivery servers.

· Upgraded all systems in the MOC running Mozilla to 2.0.0.9

· Working on resolving some of the security issues in the flight software lab.

GROUND AND SPACE NETWORK

Station Downtimes
· No major problems to report.
Operational Discrepancies
· Missed passes

· EO-1 did not establish connections to WGS during nominal contact at 13:58z on November 16, 2007.

· Station failed to configure PTP desktops properly.

· Contact was S-Band only, no loss of science images occurred.

· All captured S-Band data has been played back through SAFS.

Support Enhancements
· Another engineering test was conducted with AGS to validate their new PTP settings.
· Test took place on November 20 between 18:30z - 19:00z.
· Telemetry, command, and command echo interfaces were tested and verified.
Upcoming Events
· Lunar calibration with nominal sequence is to be conducted November 24.

· Lunar calibration with modified sequence is to be conducted November 25.
· Orbit inclination change burns to be conducted near mid-January 2008.

Imagery Status
Scenes and Engineering Cals planned for week of Nov 15 – Nov21, 2007                          97
Total scenes and engineering calibrations planned for entire mission – approximately 47,148
Total Scenes:  ALI scenes in the Level 0 archive            33,622 (as of Nov 21, 2007)

                        Hyperion scenes in the Level 0 archive    33,373
Publications and Presentations Status (as of 07-05-07)
404 publications 

284 external presentations

51 articles and press releases
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